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EXECUTIVE SUMMARY 

The US Department of Energy (DOE) Office of Nuclear Energy (NE) established the Instrumentation, 
Control and Human-Machine Interface (ICHMI) technology area under the Advanced Small Modular 
Reactor (AdvSMR) Research and Development (R&D) Program to resolve significant technical hurdles 
to completing the design commercializing AdvSMRs. These technical challenges arise from the unique 
features and characteristics inherent to AdvSMR compact design.  The coupling of the probabilistic risk 
assessment (PRA) with the deterministic analysis was initiated was initiated under the DOE Advanced 
Reactor Technologies (ART) program under the ART safety and licensing program. The SCS work 
continued within the ICHMI technical area under the ART program. 

As part of the AdvSMR R&D program, the Supervisory Control of Multi-Modular SMR Plants project 
was established to create innovative control strategies and methods to supervise multi-unit plants. 

This report documents the final results of research activities by demonstrating the feasibility and benefits 
of an autonomous decision-making control system. Specifically, this report advances the state of the art of 
decision making within a supervisory control system (SCS) by coupling probabilistic and deterministic 
analyses to provide real-time decision-making capabilities based on the status of the plant/systems and 
component health.  

The SCS fulfills four fundamental objectives: 

1. Upon a change of state (e.g., component failure) or anticipated change of state identified by a 
condition monitoring system, the SCS identifies the alternatives with the greatest likelihood of 
success (i.e., maintaining reactor operation by preventing unnecessary reactor trips and challenges 
to plant safety systems) based on actual, current plant and component status. 

2. These probabilistically identified alternatives account for uncertainties in the projected status of 
component performance level and are deterministically evaluated for controllability and 
investment protection. 

3. Based on the probabilistic and deterministic inputs, the SCS identifies a preferred single solution 
or a single trajectory and plans the steps needed to finalize optimum responses. 

4. The SCS transmits a control signal(s) to a component or system and informs the operator of 
actions taken. 

The human machine interface (HMI) functions of the SCS provide operators with the proper interfaces to 
oversee the control actions taken by the SCS and the ability to potentially override those actions as 
needed. The SCS level of automation not only identifies preferred alternative control actions but also 
implements control actions. On one hand, the SCS logic leading to selection of a control action can be 
fully automated and communicated to a human operator, who can choose to implement the selected or 
different a different action. On the other hand, the SCS can perform and implement the decision process 
without human intervention. The level of automated control depends on the plant characteristics (e.g., the 
magnitude of safety margins and the response time of the system in approaching a safety limit), as well as 
the perceived maturity of SCS technology by the regulatory authority. This will allow the degree of 
automated control to be expanded so that the full benefits of an automated system can be realized. 

In this study, the basic approach to an SCS was developed and demonstrated within the context of a 
specific AdvSMR design. The SCS models are based on the control actions associated with an ALMR 
Power Reactor Innovative Small Module (PRISM). Argonne National Laboratory (ANL) staff members 



 

xviii 

provided reliability data for key components modeled in this study and described the anticipated plant 
response to potential transients based on analyses performed with the SAS1A computer code. 

A key element of the SCS is the system that monitors the status of equipment and alerts the SCS to 
equipment failures or to the expected future degradation of equipment performance level. The enhanced 
risk monitor (ERM) concept for this system was developed by Pacific Northwest National Laboratory 
(PNNL) staff members. 

The specific control system used to demonstrate the SCS concept is the power conversion system. For the 
ALMR PRISM design, this control system has essentially the same characteristics as a light-water reactor 
power conversion system. ORNL staff members developed probabilistic models for the potential control 
actions of this system mimicking the actions of an operator based on the development of fault tree and 
event tree (FT/ET) models. A logical framework was developed to identify alternative control system 
response actions to off-normal conditions and to select a preferred alternative. ORNL personnel also 
modeled the thermal-hydraulic response of the power conversion system to project the system’s response 
to control actions. 

The SCS advances control system technology by assessing control options based on monitoring 
component health and improving characterization of current and projected plant status of the plant. Unlike 
conventional control systems, the combined ERM/SCS accounts for: 

 any combinations of current and projected status of critical plant equipment in real time, 

 a probabilistic description of the current and projected status of equipment,  

 for alternative control actions, the ability to project the dynamic plant behavior, including 
permutations of occurrences and timing of equipment failures, and 

 a probabilistic ranking of control options based on component health. 

This project has successfully demonstrated the capability to make risk-informed performance-based 
control decisions based on actual plant status in real time. The value of coupling probabilistic and 
performance-based system models was demonstrated by the re-ranking of control options based on the 
use of a utility algorithm. Within the SCS, the probabilistic assessment provides a ranking of viable 
control actions; however, certain instructions generated by the probabilistic model only include an 
abstract notion of action without specifications. For instance, one instruction may be to reduce power 
without specifying how much reduction is needed. The performance-based system models assess and rank 
each of the probabilistically identified control actions by taking into account the physical behavior 
(current and projected) of the system. The performance-based decision making module receives inputs 
from the probabilistic decision-making module and the ERM module to generate a single solution. 
Interfaces to these modules are defined later in the section. A utility theory algorithm factors into the 
decision making by estimating the distance from and approach to a trip setpoint for each control option. If 
the magnitude of a negative utility value increases rapidly as the system approaches the trip setpoint, that 
option is not likely to be the preferred option. This can lead to a re-ranking of the control options. 

Some benefits of an SCS approach that are expected based on this study include: 

 reduced operator work load,  

 potential reduction in operations and maintenance (O&M) costs through integrated ERM and a 
predictive approach to plant maintenance, 
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 design and performance optimization through application of traditional risk techniques to the 
consideration of the operational performance risk of the plant, and 

 increased plant availability, reliability, and safety.
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ABSTRACT 

The proposed supervisory control system (SCS) may provide considerable benefits to advanced small 
modular reactors, including reduced plant staffing, optimized maintenance activities, greater plant 
availability, and higher operating efficiency. The SCS makes risk-informed decisions based on (1) a 
probabilistic assessment of the likelihood of success given the status of the plant/systems and component 
health, and (2) a deterministic assessment between plant operating parameters and reactor protection 
parameters to prevent unnecessary trips and challenges to plant safety system—one measure of SCS 
success. 

The probabilistic portion of the decision-making engine of the SCS is based on the control actions 
associated with an advanced liquid-metal reactor (ALMR) Power Reactor, Innovative, Small Module 
(PRISM). Within the SCS, the probabilistic assessment provides a ranking of viable control actions; 
however, certain instructions generated by the probabilistic model only include an abstract notion of 
action without specifications. For instance, one instruction may be to reduce power without specifying 
how much reduction is needed. The prognostic/diagnostic models incorporate the health of components 
into the decision-making process. Once the control options are identified and ranked based on the 
likelihood of success, the SCS transmits the options to the deterministic portion of the platform. 

The performance-based system models assess and rank each of the probabilistically identified control 
actions by taking into account the physical behavior (current and projected) of the system. The 
performance-based decision making module receives inputs from the probabilistic decision-making 
module and the ERM module to generate a single solution. Interfaces to these modules are defined later in 
the section.  

A utility theory algorithm factors into the decision making by estimating the distance from and approach 
to a trip setpoint for each control option. If the magnitude of a negative utility value increases rapidly as 
the system approaches the trip setpoint, that option is not likely to be the preferred option. This can lead 
to a re-ranking of the control options. The SCS then transmits a control signal(s) to a component or 
system and informs the operator of actions taken based on the action chosen. 

The SCS successfully coupled probabilistic and performance-based system models to arrive at optimal 
control decisions based on the actual status of the plant and components. The automatic, autonomous, and 
real-time performance requirements for a control system were met by the SCS. The value of coupling 
probabilistic and performance-based system models was demonstrated by the re-ranking of control 
options based on the use of a utility algorithm. The use of ERM monitors provides added value to the 
SCS as demonstrated by the re-ranking of control options based on a components degraded state. 

 

  



 

 

 

 



 

 

1 

1. INTRODUCTION 

The US Department of Energy (DOE) Office of Nuclear Energy (NE) established the Instrumentation, 
Control and Human-Machine Interface (ICHMI) technology area under the Advanced Small Modular 
Reactor (SMR) Research and Development (R&D) Program to resolve significant technical hurdles to 
complete the design and to commercialize advanced SMRs (AdvSMRs). 0F0F

1 These technical challenges arise 
from the unique features and characteristics inherent to their compact designs.  

As part of the AdvSMR R&D program, the Supervisory Control of Multi-Modular SMR Plants project 
was established to enable innovative control strategies and methods to supervise multi-unit plants. This 
work was initiated under the DOE Advanced Reactor Technologies (ART) program. The coupling of the 
probabilistic risk assessment (PRA) with the deterministic analysis was initiated was initiated under the 
DOE Advanced Reactor Technologies (ART) program under the ART safety and licensing program. The 
SCS work continued within the ICHMI technical area under the ART program. 

This report documents the final results of research activities by demonstrating the feasibility and benefits 
of an autonomous decision-making control system as demonstrated for the advanced liquid-metal reactor 
(ALMR) Power Reactor Innovative Small Module (PRISM) design. Specifically, this report advances the 
state of the art of decision making within a supervisory control system (SCS) by coupling probabilistic 
and deterministic analyses, providing real-time, risk-informed decision-making capabilities based on 
actual plant conditions. The SCS may provide considerable benefits to AdvSMRs, including reduced 
plant staffing, optimized maintenance activities, greater plant availability, and higher operating efficiency. 

Decision making can be defined as a process that results in selecting a course of action [3F1] from several 
alternative scenarios. The state of the art of autonomous decision making has been surveyed in detail, and 
the results are published in earlier milestone reports [4F2, 5F3, 6F4]. 

Ultimately, the objective of a decision-making process is to consider uncertainties and evaluate options 
for the current component and system status. Hence it is quite possible that evaluation and assessment 
steps will require consideration of multiple system attributes, components, or elements, or the future 
states of systems. This is especially true for large-scale, complex systems such as an NPP. 

While there are minor differences in the literature about the necessary and sufficient steps for decision 
making, the decision-making process for the SCS is based on four fundamental elements: 

1. identification of decision alternatives, 
2. evaluation of an alternative decision, 
3. generation of a single solution, and 
4. implementation of the solution. 

Upon a change of state (e.g., component failure), the SCS identifies the decision alternatives with the 
greatest likelihood of success based on actual, current plant and component status. Each of these 
probabilistically identified alternatives, which account for component uncertainties, are deterministically 
evaluated for controllability and investment protection. 

The task control and data exchange protocols developed for the SCS allow the probabilistic models to 
automatically and autonomously implement the following process: 

                                                      
1 An advanced reactor is defined as a nuclear reactor that uses coolant other than water as the primary heat transport 
medium. Hence, AdvSMRs are small modular reactors with non-water coolant in the primary loop. 
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1. reflect the change of state in any component, 
2. reconfigure the probabilistic models to reflect the change, 
3. execute the probabilistic tools, 
4. identify the operational alternatives ranked by probability of successfully avoiding the 

actuation of a safety system setpoint, and 
5. transmit the selected control options to the SCS. 

The SCS then transmits the highest ranked control options to the system models, which in turn do the 
following:  
 

1. deterministically evaluate the control options for selected plant variables such as temperature, 
pressure, power, etc. 

2. identify the plant state and its approach to licensing basis limits for each control option, and 
3. transmit the time profiles for each option to the SCS. 

 
The SCS then 
 

1. identifies the optimal control option based on utility theory analysis of the probabilistic/system 
analyses, 

2. transmits an actuation signal to the component(s) of interest, and 
3. informs the operator of action taken or requests permission to take action. 

This process is discussed in detail in Section 2. 
 
The benefits of coupling a probabilistic model to a multi-physics model include the ability to 
 

 evaluate all possible combinations of component states simultaneously, 
 update the probabilistic models based on component health, 
 identify the optimal plant configurations to be analyzed by the multi-physics models compared to 

performing analyses for all scenarios, and 
 provide realistic analyses that overcome limitations of conservative bounding analyses. 

 
Options may be evaluated in advance and may be predetermined for specific contingencies, or they may 
be generated based on real-time plant conditions. For this study, a multiphysics model of the plant was 
integrated with a probabilistic assessment of plant conditions to provide a real time, dynamic assessment 
of plant conditions to generate control actions and optimize plant performance for the given conditions. 
 
The building blocks for the SCS, a demonstration of the technology, and the results are provided in the 
following chapters.  
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2. DEVELOPMENT OF A RISK-INFORMED SUPERVISORY CONTROL SYSTEM 

A risk-informed performance-based SCS evaluates the probabilistic options coupled with a set of 
deterministic criteria based on the fault or failure and selects the optimal control option based on selected 
metrics. The probabilistic and deterministic portions of the SCS decision-making engine based on the 
control actions associated with an ALMR PRISM. The ALMR PRISM design that was used to develop 
the SCS is based on the General Electric PRISM design described in the initial issue of Preliminary 
Safety Information Document (PSID) GEFR-00793 [7F5]. Appendix G of the PSID provides an update of 
the reference design; the summary of the plant reference design provided below is primarily from 
excerpts taken from Appendix G [8F6]. A description of the ALMR PRISM is provided in Appendix A. 
 
From an engineering standpoint, decision making is a problem-solving activity that identifies and 
analyzes available courses of action and determines the most appropriate option given the set of 
conditions and constraints. The process is essentially terminated if and when a satisfactory solution is 
reached. To select a set of optimal courses of action, the control system must have the information about 
what has failed and be able to identify possible successful paths. The SCS must be able to automatically 
and autonomously identify these success paths for any possible component failure. The SCS sequence to 
select a control option is shown in Fig. 2-1. 
 
 

 

Fig. 2-1. Illustration of supervisory control execution. 
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2.1 FUNCTION OF A CONTROL SYSTEM  

Based on general design criterion (GDC) 1 [9F7], GDC 13 [10F8], and 10 CFR 50.55a(a)(1) [11F9] control systems 
in NPPs should be “appropriately designed and of sufficient quality to minimize the potential for 
challenges to safety systems” and “capable of maintaining system variables within prescribed operating 
ranges” [12F10]. NPP control systems in general and the reactor control systems in particular are designed to 
maintain the plant at its normal operating conditions. 
 
The purpose of the control system is to maintain system variables such as reactor power, coolant flow 
rate, power-to-flow ratio, reactor outlet temperature, coolant level, and turbine status, within prescribed 
operating ranges (Fig. 2-2). Exceeding a control system setpoint results in a plant transient and a 
challenge to plant mitigating systems, including a potential challenge to plant safety systems. 
 

 

Fig. 2-2. Conceptual state space formed by arbitrary state variables x1 and x2. 

 
Operation anywhere within the homeostatic region defined in Fig. 2-2, is considered normal (i.e., within 
the blue line). The plant control systems employ appropriate feedback control strategies if the system 
parameters are maintained within the homeostatic region. 
 
If operation is driven into the degraded region (outside the blue line), the control objectives become (1) to 
maintain continuous and uninterrupted delivery of principal products of the system, if possible, (2) to 
prevent or minimize equipment damage, and (3) to preclude initiation of the plant safety and protection 
systems. Transitioning into the degraded region may require faster response control options to maintain 
system variables below the trip setpoint (i.e., the red line in Fig. 2-2). 
 
If a system variable transitions into the uncontrollable region (outside the red line), it enters the domain of 
the protection system, which is independent of and isolated from the control system. Reducing the 
likelihood of entering the uncontrollable region reduces the number of challenges to safety systems and 
the number of plant transients. 
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Magnitude and speed can be important if the parameter of interest is close to or moving rapidly toward a 
reactor trip setpoint. The integration of multiphysics (i.e., neutronics, thermal, and thermal-hydraulics) 
and probabilistic safety calculations allows for examination and quantification of margin recovery 
strategies. This also provides validation of the control options identified from the operational performance 
risk assessment (OPRA). Thus, the thermal hydraulics analyses are used to validate the control options 
identified from the OPRA by providing the following information: 
 

 How far the variable(s) of interest is (are) from the preferred transition corridor (magnitude of 
correction) and  

 How fast a correction must be made (speed of correction). 
 
As part of the SCS, the purpose of the OPRA is to probabilistically determine which control action has 
the greatest likelihood of reducing the number of transients and averting a challenge to a mitigating 
system given the current state of the plant. The possibility for one or more outcomes distinguishes 
probabilistically informed decision making from more traditional decision making. 
 
The metric for the SCS is to estimate the likelihood of avoiding a trip setpoint and to calculate the 
proximity of the system state at any given time to its trip setpoints. 

2.2 CONSTRAINTS ON CONTROL SYSTEMS 

NPPs are operated in accordance with written and approved procedures used by plant staff to ensure that 
plant operations are conducted in a safe manner. The operating procedures are based on the plant’s design 
bases, system-based technical requirements and specifications, task analysis results, and critical human 
actions identified in the human reliability assessment (HRA) [13F11]. 
 
Procedures are essential to plant safety. They support and guide personnel interactions with plant systems 
and personnel responses to plant-related events, and generally correspond to normal, abnormal, and 
emergency operating procedures [14F12].  
 
Normal operating procedures (NOPs) provide instructions for integrated plant operations, including 
power operation and load changing. 
 
Abnormal (off-normal) operating procedures (AOPs) specify operator actions for restoring an 
operating variable to its normal controlled value when it departs from its normal range or to restore 
normal operating conditions following a transient. 
 
Emergency operating procedures (EOPs) direct operator actions for mitigating the consequences of 
transients and accidents that cause plant parameters to exceed reactor protection system (RPS) or 
engineered safety features actuation (ESFAS) setpoints. 
 
An SCS cannot take any action that would violate an operating procedure. 
 
Although an operator may perform familiar or simple tasks without procedural assistance, the ability to 
perform complex, highly detailed, or infrequently performed tasks is likely to be degraded without a 
procedure to organize actions and prompt memory. While not all operator errors will be significant, 
reliance on operating experience in the nuclear industry has repeatedly demonstrated potentially serious 
outcomes of seemingly minor operator errors [15F13, 16F14, 17F15].  
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Because an SCS cannot take any control action not approved in a procedure, it may be used to improve 
the usability of procedure classification/indexing schemes by adhering to correct procedures and 
automatically transitioning between procedures. This in turn will increase plant safety. Ambiguity from 
the indexing schemes was viewed by the experts and by peer review group members in NUREG/CR-4613 
as important to safety across the industry [18F16]. 
 
A benefit of an SCS is that it elevates the scrutiny and depth of review of NOPs and AOPs for technical 
accuracy and usability. This should help ensure that plant operations are conducted in a safe manner and 
decrease the frequency of AOPs by reducing operator errors. (The majority of AOPs at plants are initiated 
by operator errors executing normal and surveillance procedures [19F17].) 

2.3 REQUIREMENTS AND CAPABILITIES OF THE SCS 

Before development of the SCS was initiated, functional requirements, capabilities, and architecture of 
the system were determined. Methods to implement these requirements were reviewed, analyzed, and 
selected. A detailed description of the foundations or building blocks of the SCS and its development is 
provided in Ref. 2-4. 

2.3.1 Supervisory control system hierarchy 

Previous milestone reports on supervisory control discuss the structure of hierarchy for control. This 
report details the successful implementation of an SCS based on the topology outlined in earlier reports. 
With this architecture, the SCS can evaluate operational alternatives and select the best option at the 
single reactor level; future efforts will focus on expanding this technology to include decision making at a 
reactor module level. 

The demonstration problem provided in this report successfully shows the ability to 
probabilistically/deterministically evaluate control options and demonstrate communication between the 
coordination and functional layers. 

2.3.2 System-level functional taxonomy 

Previous milestone reports on supervisory control discuss the system-level functional taxonomy for 
control, an essential step in creating SCS interface descriptions. 

The architecture for the SCS divides the plant into systems based on the heat flow of generating heat to 
removing heat and includes generating electricity (Fig. 2-3). 

 

Fig. 2-3. Illustration of heat flow in a thermal power plant. 
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Modular-designed, multi-unit plants have more and stronger dependencies among systems than single-
unit plants at a common site. In fact, the design philosophy of the modular multi-unit plants is to form a 
single power plant station with respect to power generation and control. This philosophy is readily 
apparent with the single turbine-generator shared among three reactor modules for the ALMR PRISM 
power block. 

Stand-alone units at multi-unit sites commonly share support systems and utility systems. However, 
because sharing of systems between reactor modules has increased, some heat removal systems may be 
shared at AdvSMRs. This introduces new management and control criteria at the organizational layer 
(i.e., power block level), coordination layer (i.e., local SCS control), and functional layer (i.e., reactor 
module level). 

2.3.3 Human-machine interface 

The SCS is designed to maintain plant parameters from reaching trip setpoints. The human-machine 
interface (HMI) functions to provide the operator with the proper interfaces to guide and direct the control 
system to operate in the proper modes. The HMI provides clear, key summary information to operators.  

With no human intervention, the SCS must be able to detect and predict changing conditions and 
disturbances, to identify the best response(s) for actual or predicted plant conditions, and to continuously 
reevaluate operational status. The key question regarding control is, what is the appropriate level of 
automation for an AdvSMR? 

The HMI functions can provide the operator with proper interfaces to guide and direct the control system 
through the use of a properly organized and managed alarm system. Alarms are classified to their severity 
and time response requirements to differentiate between long-term maintenance items and critical items 
demanding immediate attention. As the system moves away from the nominal state space, the status 
indication increases from alerts to alarms. 1F1F

2 

If the system parameters progress into the degraded region of control, operator awareness and 
involvement with the SCS increases. The three levels of operator involvement, based on the scale of 
degrees of automation [20F18], are 

1. nominal operating range: the computer decides everything and acts autonomously, with no need 
to inform the operator of actions taken. No operator’s response or intervention is needed. 
Sufficient monitoring information is available to the operator to confirm that the system is 
operating within the nominal operating range. 

2. alerts: the computer determines a complete set of action alternatives, selects one, executes 
automatically, and then necessarily informs the operator. 

3. operator alarm: the computer determines a complete set of action alternatives, selects one, and 
executes the selected alternative if the operator approves. 

The SCS uses a graded autonomy to execute any decision, uses the alarm system to inform the operator of 
a decision (alert), or requests confirmation of a decision (alarm). In the nominal range, the SCS is fully 
autonomous and decisions are probabilistically informed. As the system progresses closer to a trip 

                                                      
2 An alert is a notification for the operator to be watchful and is lower priority than an alarm. An alarm indicates if 
and when the value or the rate of change value of a measured or initiating variable is out of limits, has changed from 
a safe to an unsafe condition, and/or has changed from a normal to an abnormal operating state or condition. 
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setpoint, autonomy decreases by informing the operator of what action was taken or requesting 
concurrence from the operator before an action is taken. 

2.4 FUNCTIONAL ELEMENTS OF THE SCS ARCHITECTURE  

The SCS functional architecture includes four key functional elements for decision making: 
1. The probabilistic decision-making module, 
2. The enhanced risk monitor (ERM) module, which provides diagnostics and prognostics 

information, and 
3. The performance-based decision-making module. 
4. The utility theory algorithm to select a control option. 

 
These modules are briefly described here; details about the mathematical models are provided in 
subsequent chapters. 
 
Fig. 2-4 shows the functional architecture of the SCS and illustrates how the decision-making block 
relates to the overall functional architecture. 
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The SCS follows the process given below. 

1. The SCS recognizes the component/system failure. 
2. The SCS transmits component/system failure(s) or degradation to the probabilistic model. 
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3. The probabilistic model identifies those options with the greatest likelihood of avoiding a trip 
setpoint. 

4. The probabilistically based success options are transmitted to the deterministic model in the 
form of a set of control actions. 

5. The deterministic model evaluates the dynamic performance implications of the options based 
on current plant status. 

6. Based on the probabilistic and deterministic assessments, the SCS selects a control option and 
initiates the corrective action, effectively executing the control actions. 

2.4.1 Probabilistic decision-making module 

The probabilistic decision-making engine acts on failed or degraded component information, as well as 
sensor and state information, to identify and rank control restoration actions. A list of possible actions is 
ranked based on the potential for success (or more generally on minimum expected utility) based on real-
time plant equipment and state information. 
 
Based on plant operating status, component health, and equipment failures, the SCS decision-making 
capabilities use probabilistic analyses to identify a set of control options. If these options are 
implemented, they should prevent or minimize the likelihood of the actuation of the protection system. 
The possibility for one or more outcomes, based on component health and plant status, distinguishes 
probabilistically informed decision making from more traditional decision making. 
 
The probabilistic portion of the decision-making algorithm ranks the likelihood of success or minimizes 
the expected loss of each decision path based on the current system/plant status and component health. 
Based on the likelihood of the success metric under these conditions, the decision-making algorithm 
automatically chooses the top candidate control options as decision alternatives for executing the 
corresponding set of corrective actions. Selecting any of the control options would allow operations to 
continue by maintaining system status within the acceptable region. These actions and selection processes 
are similar to those an operator would be expected to perform except that the SCS has a much greater 
capability to consider and evaluate alternatives. 
 
Once the control options are identified and ranked based on their likelihood of success, the SCS transmits 
the highest ranking options to the deterministic portion of the platform (see Sect. 4). 

2.4.2 Enhanced risk monitors module 

The ERM module, represented with the diagnostics and prognostics box in Fig. 2-4, provides health 
information at the component level. The ERM framework was developed as a key element of overall 
enterprise risk management approach, where a proactive operations and maintenance (O&M) strategy is 
adopted to enable situational awareness. 
 
The ERM module keeps track of component health indicators such as probability of failure (with a 
confidence interval) and remaining useful life of individual ERM terminals conceptually located in close 
proximity to key components of interest. These terminals can be dedicated programmable logic controller 
(PLC)- or field programmable gate array (FPGA)-based devices that monitor variables of interest specific 
to a component or process. For instance, as described in Appendix D, variables of interest for a pneumatic 
valve may include valve position (i.e., position sensor output), rate of change of valve position (i.e., 
derivative of the position sensor output), and pressure of the gas in the upper and lower chambers, among 
others. The specific real-time ERM algorithm can be implemented at the hardware level, similar to a 
watchdog, to continuously generate the probability of failure and remaining useful life information for 
supervisory control decision making. 
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2.4.3 Performance-based decision-making module 

A sufficiently detailed system model is essential in (1) evaluating the dynamic effect of the set of control 
actions identified as a result of the decision-making algorithm and (2) ultimately assessing whether the 
action set is acceptable for execution. The system model is based on the design specifications provided in 
the ALMR PRISM PSID. 
 
The outcome of the probabilistic module is a set of decision alternatives each of which may have a 
varying number of control actions. The probabilistic assessment ranks these alternatives according to their 
likelihood of success in terms of component condition and availability for a given decision trajectory. 
However, it does not indicate the potential consequences of these sets of actions dynamically on key 
process variables. Furthermore, certain instructions generated by the probabilistic model only include an 
abstract notion of action without specifications. For instance, one instruction may be to reduce power 
without specifying how much reduction is needed. 

The purpose of performance-based decision making is to assess and rank each decision option by 
analyzing the dynamic performance implications of the individual decision branches. The performance-
based decision making module receives inputs from the probabilistic decision-making module and the 
ERM module to generate a single solution. Interfaces to these modules are defined later in the section. 

2.4.4 Utility Theory Algorithm to Select a Control Option 

Within the supervisory decision-making framework, the ERM module functions as the trigger for the 
decision-making module. The data generated by individual field ERM terminals are acquired by the 
probabilistic decision-making module to update the event tree / fault tree (ET/FT) models using the most 
recent failure probability estimations. 
 
The objective of employing the utility theory is to create a framework by which the physical behavior of 
the system can be assessed as a function of a control trajectory—or a set of control instructions—along 
with the probabilistically ranked decision alternatives. The evolution of plant status is monitored by a set 
of state variables determined to be key actors in control. 
 
The objective of the deterministic decision-making module is to incorporate the current and projected 
physical behavior of the system. To achieve that capability, utility variables must be selected so that the 
projected physical behavior of the system can be factored into the decision making with the 
probabilistically ranked options from the PRA calculation. This is best accomplished by linking the 
desired utility attributes to key process variables (i.e., those that provide insight about the status of the 
system). Examples of system design variables for the ALMR PRISM and their nominal steady-state 
values include reactor thermal power, reactor inlet and outlet temperatures, and the difference between the 
inlet and outlet temperatures. 

2.5 SOFTWARE IMPLEMENTATION OF THE SUPERVISORY CONTROL SYSTEM  

The software requires different components written by PNNL and ORNL to work together. Fig. 2-5 
shows the overall software architecture. Packages written by ORNL are shown in green, and packages 
written by PNNL are shown in orange. The interface package is shown in pale yellow. This figure 
provides a high-level view of the software architecture, conveys the programming language used for each 
package, and shows how the different components interface with each other. It does not convey how and 
what data flows between different modules. 
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The software modules have or require the following functionality: 
 MainApplication: This application provides the graphical user interface and allows the user to 

enter data to be sent for configuring and executing the other components. 
o Any input/output streams sent to or received from components are handled by the 

PythonHandler component. 
o RWBHandler manages the data input and output (I/O) between the MainApplication 

and the RWB model. 
 Plant Model (ORNL): Simulates plant operation in normal and off-normal conditions, and 

embeds supervisory control logic. This component receives initial conditions and solver settings 
from the user and returns the solution for all time- dependent variables in the plant model. Access 
to internal variables (at the different time steps as the simulation runs) is needed for integration 
purposes. 

 ERM Module (PNNL): Provides probabilities of failure (POFs) of plant components. Currently 
this component only implements a prognostic model for pneumatic valves. This requires 
measurement inputs related to valves and outputs remaining useful life (RUL) and POF. Note that 
the other elements (such as the predictive risk calculations and the economic/safety risk 
computation modules) are also available in Python but are not invoked in this version of the 
software being integrated into the ORNL SCS. 

 Interface (ORNL): A middleware utility used to route information from the MainApplication 
to the Prognostics component through the standard input/output streaming features. The 
purpose of this interface is to separate data transfer between components of different languages 
from the data. The MainApplication handles the data. 

 Probabilistic model (ORNL): Provides fault-tree and event-tree models for probabilistic 
decision-making; interfaces with the MainApplication for modifying component failure 
probabilities and execution of the model. 

 

 

Fig. 2-5. Software elements of the supervisory control decision-making application. 
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3. PROBABILISTIC DECISION-MAKING MODEL 

The use of a probabilistically informed approach in an SCS allows probabilistic insights to be coupled 
with other factors of concern such as magnitude from nominal set point, speed of parameter adjustment 
needed, etc. For example, a high outlet temperature from the reactor core can be lowered by decreasing 
power, reducing the coolant inlet temperature, or increasing secondary side flow rate. Each of these can 
be adjusted using plant controls. Inserting the control rods and increasing coolant flow are means to 
reduce core thermal power. Each control option has a different probability of success and can be linked to 
magnitude, speed, and other metrics of interest. For example, inserting the control rods will have a large, 
rapid effect on the output temperature, while changing pump speed on a feedwater pump will have a 
small, slow effect. 
 
To meet the objectives for the SCS, the following requirements of the probabilistic tools will allow 
winnowing the selection of probabilistic techniques to be considered. Specifically, the probabilistic 
techniques must be able to 
 

 address all component states (i.e., failed, OOS, degraded, operating), 
 recognize changes in status for one or more components (up to all components) simultaneously, 
 recognize changes in component status on a real-time basis (e.g., working to failed), 
 recognize a change in probability of failure (e.g., ݌	 ൌ 	݌ to ݐߣ	 ൌ 	1.0), and 
 calculate different metrics of interest (i.e., measure the appropriate metric for the type of analysis 

being performed, such as core damage frequency [CDF], challenge to safety system setting, etc.). 
 
Because linked FT/ET probabilistic analysis techniques can be used to evaluate the change of state for a 
component to be assessed (e.g., working to failed) but also allow combinations of component states to be 
evaluated simultaneously (e.g., component A fails, component B OOS), this technique was chosen for the 
decision module to be implemented in the SCS. Thus, the FT/ET models allow all possible combinations 
of component states to be evaluated simultaneously. With the SCS, this capability does not increase 
computational time. 
 
In most ETs, the success path is upward and the failure path is downward at each ET branch point. 
Although modeled the same in conventional ET models, the SCS is focused on the success paths of the 
ETs. Contributors to the path or sequence of avoiding a trip setpoint include elements such as the 
successful implementation of changing the status of a component (e.g., pump started, valve opened) so 
that SCS operation continues. 
 
The term probabilistic risk assessment (PRA) is often used to represent the methodology for the 
probabilistic portion of the SCS. That is, the standard PRA techniques of ETs and FTs to model system 
behavior are used, but they are used in a different way. When incorporated into a control system, the PRA 
is used to measure the likelihood of avoiding a trip setpoint (success space) rather than the likelihood of a 
plant transient (failure space). Used in this manner, the ET/FT models can reflect the failure of a 
component with any number of components OOS or in a stressed state (e.g., degraded state and thus with 
an increased failure probability). The computational time associated with the ET/FT models is 
independent of the number of components OOS, status if degraded, or its repair time. Furthermore, the 
models can identify multiple simultaneous control actions to be taken for a single option. 
 
To further differentiate the incorporation of a PRA into a control system from conventional PRAs, in this 
application the control system autonomously and automatically adjusts the ET/FT models based on actual 
plant conditions and recalculates the metric of interest. 
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3.1 CONTROL SYSTEM LOGIC MODELS  

The probabilistic model is based on the simplified ALMR PRISM balance-of-plant (BOP) model, and it 
accurately represents redundancies to identify alternate heat rejection paths. The ultimate objective of the 
SCS is to keep the normal heat-rejection path operational to maintain operations within limits or to adjust 
reactor power to match heat rejection capabilities. The objectives of the SCS are to maintain steam flow 
to the turbine generator and FW flow to the SGs. The linked FTs track the status (including health) of the 
components. A component’s failure or unavailability is transmitted by the SCS to the FT, which then 
transmits that information to the ET. 
 
The IEs for the ET models are “challenges to successfully maintaining the heat balance from the reactor 
core to the ultimate heat sink.” The ET branches capture the logic of the equipment/components in the 
systems, and the FTs capture the operational states of those components (e.g., operating, maintenance, 
failed, or degraded). Thus, the ET/FT models capture the component/system/plant statuses of components 
working properly, in a degraded state, OOS, or failing. The logic model provided is for a plant at 100% 
power. 
 
The ET/FT models capture the actions that would be taken by an operator in the event of an upset (e.g., 
component failure) in the power conversion system for the ALMR PRISM, as shown in Fig. 3-1. With the 
system in operation, the steam generator block valves (SGBVs), when open, provide steam from the 
reactor/steam generator pair to the common steam header, eventually to the shared turbine generator. 
 
 

 

Fig. 3-1. Secondary cooling system for the ALMR PRISM [5]. 
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To test and verify the accuracy of the probabilistic models for the SCS, the status of the turbine control 
valves (TCVs) and feedwater (FW) flow control valves (FCVs) were captured in the ET/FT models. The 
control options for three scenarios reflecting the failures/degradations/OOS conditions for these valves are 
provided below. 
 
Scenario 1: TCV drifts in closed direction 
Control options: 

1. Reactor trips on steam generator (SG) low water level (i.e., do nothing). 
2. Successfully reposition TCV. 
3. Open the turbine bypass valve to compensate in the short term; advise reactor operator (RO) to 

reduce reactor power/correct TCV logic error. 
4. If reactor 2 (1) is not at 100%, open reactor 2 SGBV; advise RO to reduce reactor 1 (2) 

power/correct TCV logic error. 
5. Decrease FW flow to SG 1 (2); advise RO to reduce reactor 1 (2); power/correct TCV logic error. 

Scenario 2: SG 1 FW FCV drifts in closed direction 
Control options: 

1. Reactor 1 trips on low SG level. 
2. Open SG 1 bypass FCV, shut main FW FCV. 
3. Advise RO to manually isolate SG1 main FW FCV; investigate valve logic error. 
4. Decrease steam demand from SG 1 by adjusting the SG 1 turbine FCV in the closed direction and 

lowering generated power. 
5. Advise RO to reduce reactor 1 power/ investigate valve logic error /consider option 2. 
6. Decrease steam demand from SG 1 by adjusting the SG 1 turbine FCV in the closed direction. 
7. Increase steam demand from SG 2 by adjusting the SG 2 turbine FCV in the open direction. 
8. Maintain generated power in the short term. 
9. Advise RO to investigate valve logic error and adjust power on reactor 2. 

Scenario 3: SG 1 FW FCV drifts in open direction 
Control options: 

1. Reactor 1 trips on high SG level. 
2. Attempt to shut main FW FCV and open SG 1 bypass FCV. 
3. Advise RO to manually isolate SG1 main FW FCV. 
4. Report valve logic error. 
5. Increase steam demand from SG 1 by adjusting the SG 1 turbine FCV in the open direction. 
6. Decrease steam demand from SG 2 by adjusting the SG 2 turbine FCV in the closed direction. 
7. Advise RO to investigate valve logic error and adjust power on reactor 1. 

Based on the three scenarios, two ETs and the corresponding FTs were developed to reflect the proper 
heat balance in the secondary cooling system: 
 

1. steam flow to turbine within limits, and 
2. cooling flow to SGs within limits. 

A TCV drifting closed would reduce steam flow to the turbine. FW FCVs drifting open or closed would 
increase/decrease cooling flow to the SGs, resulting in overcooling/undercooling of the primary system. 
Failing to increase steam flow or decrease FW flow would result in a heat imbalance in the secondary 
cooling system and a reactor trip. 
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The ET for the operational decisions associated with Scenario 1 above, which is based on the steam flow 
to the turbine being within proper limits, is provided in Fig. 3-2. The ET captures plant operations with 0, 
1, or 2 SGs in service. Fig. 3-2 shows SG1 and SG2 in operation (i.e., SGBV 1 and SGBV 2 are open). 
 

 

Fig. 3-2. ET for steam flow to turbine with one steam generator in operation (Scenario 1). 

 
 
An equipment failure or increased likelihood of failure as predicted using diagnostics and prognostics 
may be reflected in more than one ET branch. For example, if TCV 1 fails, its failure is noted for both SG 
1 and 2 in operation and SG 1 in operation. Decision-making options include opening/closing the turbine 
bypass valves to dump heat to the condenser, reducing power, manually shutting down the reactor, and if 
a controlled shutdown fails, then initiating a plant scram via the RPS. 
 
The underlying FTs for the ET branches capture the component states, including their failure modes, their 
being OOS, or their being available for service but not in service (important for alternate flow paths). 
 
When using conventional PRA techniques, coupled FTs and ETs are deterministic with respect to the 
nodes represented in event sequence diagrams (ETs) and FTs in that they do not consider all possible 
combinations and permutations of sequences, timing, and order that could typically comprise these 
events. Control systems must be dynamic and capable of adapting to any perturbation, including dynamic 
manifestation of order, sequence, or timing of the types of things that could be manifested in ETs and 
EFs, including human error. 
 
For the SCS, the ETs and FTs use the same techniques, but the modeling philosophy and rules may be 
applied in a nontraditional manner. The principal difference is that the focus of safety-related PRAs is the 
likelihood of events leading to severe core damage. In contrast, the purpose of the analyses performed in 
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support of the SCS is to assess the likelihood of scenarios associated with alternative control actions that 
lead to success. The same tools—ETs and FTs—are used, but the objectives are different. Another 
difference in application of these tools is the use of fixed ETs in which an assumed order of events is 
predetermined in conventional PRA. This assumption simplifies the analysis but has limitations. Because 
control systems are by their nature dynamic, it is necessary to consider alternative control options that 
involve repeated branching and different order of events in a time continuous manner. For example, the 
ET in Fig. 3-4 shows that FW flow must be reduced, and reducing it to SG1 OR SG 2 is sufficient. 
Because these models address component health and components being OOS through the FTs, control 
decisions reflect actual plant status. 
 
Another difference is that although events may be mutually exclusive for conventional PRAs, they are not 
for a control system. For example, a component cannot be OOS and available at the same time. However, 
for the control system, what is important is the OR gate at the top of the FT branch. If a component is 
OOS, its unavailability is 1.0. (See Fig. 3-10 for an example of an OR gate and a HOUSE event.) 
Although it may appear that the component failure probability will add to this probability, a probability 
cannot be greater than 1.0, and thus the FT top event is 1.0. Transferring to the ET, this means that the 
likelihood of success using that component is 0.0. If the component is in service, its availability is 1.0, 
and the FT top event is the failure probability of the component (e.g., 10-4) because the mutually exclusive 
leg of the FT branch has a probability of 0.0. The likelihood of success for the ET branch is then 1 – 10-4. 

3.1.1 Failure data 

The detailed reliability information for the BOP components used in the FTs were compiled by ANL 
[21F19]. Table 3-1 lists the components evaluated. Each subsection of the ANL report (provided in 
Appendix A) contains an overview of the ALMR PRISM BOP component design, followed by a brief 
review of possible failures modes (or subcomponents/systems) and then a review of applicable reliability 
data. 
 

Table 3-1. BOP components 

Section Component 
2.1 Turbines 
2.2 Reheaters 
2.3 Generators 
2.4 Condensers  
2.5 Pumps 
2.6 Deaerators 
2.7 Valves 

 
Because the examples provided below depend on valves, the valve failure modes discussed in the ANL 
report are provided. Valves experience a variety of failure modes, as indicated by those listed in 
Table 3-2. Each valve type is not subject to all failure modes, as the failure modes that may occur are 
functions of the valve configuration and operating mechanisms. 
 

Table 3-2. Valve failure modes 

Failure mode Description Units 
FTO/C Failure to open/close - 
SOP Spurious operation h-1 
ELS External leak small h-1 
ELL External leak large h-1 
ILS Internal leak small h-1 
ILL Internal leak large h-1 
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FC Fail to control h-1 

Data for the types of valves listed in Table 3-3 were used in the FTs. 
 

Table 3-3. Types of valves with reliability data 

Valve type Acronym 
Air-operated valve AOV 
Motor-operated valve MOV 
Hydraulic-operated valve HOV 
Turbine bypass valve TBV 
Main steam isolation valve MSIV 
Check valve CV 
Manual valve MV 

 

3.2 IDENTIFICATION OF CONTROL OPTIONS  

The communication pathways between the SCS and the probabilistic models need to recognize the 
change in state of a component (e.g., failed, degraded, or OOS), transmit that change to the probabilistic 
models, automatically adjust and execute the models with the change of state, with the probabilistic 
results transmitted back to the SCS. All of these operations must occur without operator interface or 
direction. That is, the programming has to autonomously recognize and implement any change of state, 
execute the probabilistic models, and transmit the results back to the SCS. 
 
To create a probabilistic tool that would recognize failures and evaluate the consequences of those 
failures in real time, an application with a graphical user interface was implemented, which 
automatically transmits the faults to the process that handles the probabilistic model. The process is able 
to create new gates in the FTs, create new failure events, link the events to the gates, and as such can 
modify the probabilistic model as needed. 
 
Just as important, the data transfer pathway also transmits results of the probabilistic models that reflect 
the failure back to the SCS. 
 
The data transfer pathways for injecting a fault, instructing the probabilistic-risk-analysis software 
Reliability Workbench (RWB) to recalculate the metrics of interest, and transmitting the results back to 
the SCS were successfully completed. This meets the SCS requirement for automatic response. 
 
To meet the autonomous requirement, the SCS must be capable of making a decision based on current 
plant configuration coupled with a system or component failure. That is, once a fault or failure is 
detected, the SCS must determine what has failed and identify the control options to maintain the plant 
within the control boundaries. Because the SCS is not based on a priori decisions and is not executing 
the reliability software, it must reconstruct the ET, map the failure to the appropriate ET branch, and 
then deconstruct the ET to identify the control options at the component level as illustrated in Fig. 3-3. 
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Fig. 3-3. Sequence to identify probabilistically ranked control options. 

 

3.2.1 Reconfiguration and execution of probabilistic models 

Prior to the ET/FT models being reconstructed and deconstructed, they must first be updated to reflect 
actual plant status. For example, consider a TCV drifting close. The first step in identifying control 
options is for the coupled FTs and ETs to recognize that TCV is drifting close and to modify the 
probabilistic model to reflect the failure. In this example, a fault is injected to simulate the failure of the 
TCV. The SCS recognizes that the TCV is drifting close and changes the status of TCV in the FT model 
from operating to failed, as illustrated in Fig. 3-4. The SCS executes the probabilistic analysis with the 
current plant configuration models and stores the results in a relational database. 
 

 

Fig. 3-4. TCV drifting-close status is communicated  
to the probabilistic model. 
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3.2.2 Reconstruction of ET from component failure 

The ability to make a decision requires knowledge of the likelihood of success for the different control 
options given the failure that just occurred. Determining the likelihood of success requires knowledge of 
the event sequences, and it requires that the SCS reconstruct the ET/FT models. The sequences with the 
greatest likelihood of success can then be selected. 
 
In reconstructing the probabilistic model from the data, the SCS must recognize that the fault “TCV 
DRIFT” is entered into Gate “01-TCV” in the FT (Fig. 3-5): the SCS maps the basic event to the gate. 6 
 

 

Fig. 3-5. FT reconstruction continues  
until ET branch link is identified. 

 
After the fault is properly mapped to the FT, the FT must be mapped to the ET. The SCS must link the FT 
gate to an ET branch. At this point of reconstruction for this example, the SCS recognizes that the gate 
“01-TCV” is directly linked to an ET branch, and no further reconstruction of the FT is necessary. 
 
Other inputs to gate “01-TCV” are used to show TCV in/OOS (i.e., maintenance or repair) or in a 
degraded state. 
 
The SCS must once again link the FT gate to an ET branch. This time, the SCS links gate “01-TCV” to 
ET branch 1. Thus the SCS has the information that the component “TCV DRIFT” is linked to ET branch 
1 through FT gate “01-TCV”.  
 
Now that the SCS has the information regarding where in the ET the failure occurred, it must reconstruct 
the ET so that any decision options can be identified. The SCS first recognizes that there are 16 ET 
branches in this example problem, as shown in Fig. 3-6 (i.e., 0–15). 8F 
 

 

Fig. 3-6. ET branch numbers used to map FT to ET. 
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The next step in the reconstruction process is to actually reconstruct the ET to identify and quantify 
success paths. Beginning with the IE, the SCS reconstructs the ET. 9F In this example, branch ID EB-1 and 
EB-2 are initiator legs for TCV drifting close in ET branch 1. ET branch EB-2 represents the do nothing 
branch that ultimately leads to a reactor scram. ET branch EB-1 is the InputBranch to EB-3 and EB-4 in 
ET branch 2 (Fig. 3-7). Similarly, EB-4 is the InputBranch to EB-5 and EB-6 in ET branch 3. The process 
is completed for each ET branch until the ET reconfiguration is complete. This shows how the software 
links component names, FT gate names, and ET branches together to reconstruct digitally what is 
depicted in Fig. 3-7. The result is the same as the ET in Fig. 3-2. 

 

 

Fig. 3-7. Reconfigured ET. 

 
The ETs model one SG in operation (SG 1 or SG 2) or both SGs in operation (SG 1 and SG 2). In the 
example in Fig. 3-7, both SGs are in operation and hence any recovery actions are based on this mode 
of operation. 

3.2.3 Deconstruction of ET to identify corrective actions 

Now that the SCS has reconstructed the ET with the fault properly accounted for in the FT and ET, it 
must now deconstruct the ET to identify the control options for successfully maintaining system 
operation. The reconstructed ET shows there are four viable control options based on probability for 
avoiding a trip setpoint (Fig. 3-8). 
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Fig. 3-8. Deconstruction of ET to identify decision options. 

 
The deconstruction process is used to first determine those actions that, if taken, would avoid a trip set 
point. Note that this is different than operations to continue producing power. To identify the control 
options for each sequence of events, the deconstruction process must alternate between the ET and FTs 
and must check the status of components to ensure they are available if needed or to acknowledge that 
they are unavailable. In this example, the deconstruction starts with ET branch 15 (Fig. 3-8) and 
deconstructs the ET, branch by branch, until it has collected, reviewed, and identified options back to the 
ET branch where the fault occurred. In this example it is ET branch 1. 
 
In deconstructing the ET, the SCS must automatically and autonomously determine that there are five 
success paths, each with the potential control commands at the success/failure branch points on the ET.  
Success paths with decision points are provided in Table 3-4. 
 

Table 3-4. Control options identified from deconstruction process 

Likelihood 
of success 

ET branch 
sequences(s) 

Control option Consequence 

1.0 1 Do nothing Scram reactors 
0.8999 14 Controlled shutdown of Rx1 50% power 
0.8902 6–10 Reduce FW flow; reduce power Power reduction 
0.887 8–10–12 Open TBV; reduce power; close TBV Power reduction 
0.1 2 Successfully reposition TCV 100% power 
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Within each ET success sequences are the SCS control commands embedded within the linked FTs 
(Fig. 3-9). The format of the control commands relays the actions to take to the SCS to avoid a trip 
setpoint for each of the sequences under consideration. The format providing the information for each 
control signal includes: 
 

 a house event (i.e., ݌	 ൌ 	1.0) identifier signifying that this is a control signal, 
 the lead identifier in the house event (i.e., SCS) means that the following information is an SCS 

command signal, and 
 the component and the action to be taken. 

 
 

 

Fig. 3-9. Deconstruction of ET branch 14 identifies SCS  
command signals for successfully avoiding a trip setpoint.  

 
As an example, the house event SCS shutdown Rx1 in Fig. 3-9 tells the SCS to perform a controlled 
shutdown of reactor 1. The other command associated with shutting down reactor 1 is to close the SGBV 
associated with reactor 1 (i.e., house event SCS SGBV 1 CLOSE). 
 
Not shown in the example above is that the FTs account for equipment degradation, fault, and OOS 
conditions, as well as associated SCS actions (Fig. 3-10). FTs capture 
 
 availability of component, 
 component health, 
 control option(s), 
 component failures, and 
 maintenance (OOS). 
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Fig. 3-10. FTs capture component failure and  
carry SCS control instructions (OOS). 

The SCS successfully recognizes the existence of a fault, automatically evaluates the operational 
alternatives available, and generates a list of probabilistically ranked decision alternatives. These 
alternatives are automatically fed back to the SCS module which forwards these options to the dynamic 
system model. 
 

3.3 INTERFACES TO ENHANCED RISK MONITORS (ERM) MODULE  

The ERM module developed by PNNL provides the failure probability estimations for key plant 
components modeled in FTs as illustrated in Fig. 3-11. The probability of failure estimation generated by 
a particle filter model, which will be briefly discussed in Appendix D, also provides an uncertainty bound 
around the expected value. 
 

 

Fig. 3-11. Interaction between the ERM module and the probabilistic decision-making module. 

 
ERMs are capable of providing predictive estimates of the probability of failure (POFs) of monitored 
components, as well as the associated predictive risk to system operation. Such information is likely to be 
of value to supervisory control algorithms, as knowledge about potential failures can be used to make 
operational decisions. The ERM framework developed by PNNL consists of three major functional 
modules that use sensor measurements and provide predictive estimates of component failure 
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probabilities, operational risk, and associated uncertainties. Functionally, these modules may be 
integrated with the supervisory control framework to provide the necessary diagnostic and prognostic 
information upon which the control decisions are made. In addition, information on risk to system 
operation is likely to be of value in the decision-making process, but such information is not expected to 
be used at the initial stages of integration and testing. 
 
The value of integrating the ERM into a supervisory control framework is shown in the example below 
(Fig. 3-12). In this example, the FW FCV is in service and operating normally. The ERM recognizes that 
the FW FCV for SG1 is in a degraded state and transmits an updated failure probability to the SCS. The 
SCS modifies the FT, which is linked to the ET. The ET/FT models automatically identify the success 
paths for the current plant status and transmit this back to the SCS (Fig. 3-13). 
 

 

Fig. 3-12. Probabilistic model updated based on ERM monitoring. 
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Fig. 3-13. Order of probabilistic options changes with degraded FW FCV. 

 
Table 3-5 shows that the monitoring of a component’s health via the ERM may result in re-ranking of 
probabilistic options. In this example, the reduce FW flow—reduce power and the open TBV—reduce 
power—close TBV options switched order for the likelihood of success. This is because in this example, 
the FW FCV is operating in a degraded condition and is less likely to operate successfully. 
 

Table 3-5. Re-ranking of control options based on changing component health 

Before: Degraded FW FCV: 
1. Do nothing 1. Do nothing 
2. Controlled shutdown of Rx 1 2. Controlled shutdown of Rx 1 
3. Reduce FW flow; reduce power 3. Open TBV; reduce power; close TBV 
4. Open TBV; reduce power; close TBV 4. Reduce FW flow; reduce power 
5. Successfully reposition TCV 5. Successfully reposition TCV 

 

3.4 RESULTS OF PROBABILISTIC MODELS 

FT/ET models were created to identify and rank acceptable control actions in the order of likelihood of 
success. ET/FT models measure the likelihood of successfully controlling the heat balance in the 
secondary system given the operation of one or two reactors. Because the SCS communicates with the 
FT/ET models automatically and autonomously, the control options based on the likelihood of success are 
provided back to the SCS in real time. 
 
The reconstruction/deconstruction for Scenario 1, TCV drifts in closed direction, is described above. This 
process for Scenario 2, SG 1 FW FCV drifts in closed direction, is described in Appendix C. 
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A probabilistic model overcomes the limitations of other modeling techniques as follows: 
 The model is dynamic because the time sequence of events and control options is captured in the 

models. 
 Any failure/fault/outage (component status) can be injected into the model. 
 The faults are not hard-wired into the code; the consequences of the faults do not need to be 

determined a priori. 
 The model is automatically reconfigured. 
 After reconfiguring, the models execute automatically. 
 The results from the probabilistic analysis are automatically provided to the user (e.g., assessment 

of the impact of the failure or the likelihood of the metric of interest occurring). 
 
The technology is independent of the metric of interest as detailed below: 

 Any model and metric can be evaluated.  
 The metric of interest can be core damage frequency (safety) or challenges to reactor protection 

system (operations). 
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4. PERFORMANCE-BASED SYSTEM MODEL 

A sufficiently detailed system model is essential in evaluating the dynamic effect of the set of control 
actions identified as a result of the decision-making algorithm and ultimately assessing whether the action 
set is acceptable for execution. The system model is based on the design specifications provided in the 
ALMR PRISM Preliminary Safety Information Document (PSID) [5]. 
 
The ALMR PRISM dynamic model was implemented in Modelica language on Dymola platform. The 
model is based on the open-source simulation framework “Transient Simulation Framework of 
Reconfigurable Modules (TRANSFORM),” which was also funded under the DOE Advanced Reactor 
Technologies (ART) program within the ICHMI technical area. Further details about TRANSFORM can 
be found in Ref. 83F22F20. 
 
The end-to-end system model provides a detailed account of an ALMR PRISM power block, which 
contains three reactor modules, each connected to its own steam generator, and three steam generators 
driving a single power conversion system through a common header. The top-level diagram view of the 
hierarchical model is shown in Fig. 4-1. 
 

 

Fig. 4-1. Top-level diagram view of the ALMR PRISM power block. 

 
A brief description of the subsystem models is provided below for completeness. While there are some 
improvements in individual subsystems, the most significant improvement is introduced in the power 
conversion system to capture necessary dynamics of key disturbances and to allow for the needed 
interfaces to control. 

4.1 REACTOR AND PRIMARY HEAT TRANSPORT SYSTEM 

Each reactor and the primary heat transport system (PHTS) models include a six-group point kinetics 
model (average heat source), average flow channel models for the driver, blanket and shield regions of the 
core (heated and unheated vertical sections), and the flow models for the downcomer, cold pool, lower 
and upper plena, and the cover gas. The electromagnetic (EM) pump is not explicitly modeled because it 
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is assumed to provide a constant flow rate for the PHTS. The number of axial nodes in the flow channels 
can be specified by the user. The diagram layer of the PHTS model is shown in Fig. 4-2. 
 

 

Fig. 4-2. Reactor and primary heat transport system model for ALMR PRISM. 

 
Each zone is represented by three sections: the lower unheated section, the upper unheated section, and a 
heated section corresponding to the active fuel region. Each section includes a heat source represented by 
the ReactorKinetics object that models point kinetics, a FuelModel object that models radial and 
axial heat conduction, and a CoolantSubchannel object that models coolant flow, which is sodium in 
this case. The flow channels solve for mass, momentum, and energy conservation equations, as well as 
appropriate closure relations for wall friction and heat transfer. The diagram layer for each channel is 
shown in Fig. 4-3. For unheated sections, the reactorKinetics power level is set to zero. The fuel 
conduction model properly models the fuel, the sodium bond, and the cladding. The user can choose from 
a multitude of material options, including metal and oxide fuel, as well as different alloy options for 
cladding. These are defaulted to U-Pu-Zr for fuel, sodium for gap, and HT9 steel for ALMR PRISM 
cladding. 
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Fig. 4-3. Diagram layer for the reactor kinetics and coolant subchannel. 

 

4.2 INTERMEDIATE HEAT EXCHANGER AND INTERMEDIATE HEAT TRANSPORT 
SYSTEM  

The ALMR PRISM IHX is modeled by two flow elements interacting through a tubewall element as 
illustrated in Fig. 4-4. Consistent with the ALMR PRISM IHX description, the primary sodium flows in 
the shell side, while intermediate sodium flows in the tubes. The Tubewall object solves two-
dimensional heat conduction equation in cylindrical geometry using the finite difference method. The 
flow channels solve for mass, momentum, and energy conservation equations, and the appropriate closure 
relations for wall friction and heat transfer. 
 

 

Fig. 4-4. Diagram view for the ALMR PRISM IHX. 

 
The tube side is modeled by a number of parallel straight pipes. The model also accounts for tube sheet 
entrance and exit effects. 
 
The shell-side flow and heat transfer correlations are derived based on the Bell-Delaware design method, 
in which the shell-side is divided into a number of sections. Pressure drop terms in the nozzles, baffle 
windows, central and end cross-flow sections, as illustrated in Fig. 4-5, are individually modeled [23F21]. 
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Fig. 4-5. Elements of the  
shell-side pressure drop. 

 
The diagram layer of the shell side of the IHX is shown in Fig. 4-6. The number of baffles can be 
specified by the user; it is defaulted to seven for the ALMR PRISM IHX. 
 

 

Fig. 4-6. Diagram view for the ALMR PRISM IHX shell-side flow paths. 
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Each of the ALMR PRISM intermediate heat transport systems (IHTSs) were modeled with two pipes, 
one hot and one cold legs, as well as a 100% capacity pump, a sodium expansion tank, and a connecting 
line, as shown in Fig. 4-7. 
 

 

Fig. 4-7. ALMR PRISM intermediate heat transport system layout. 

 

4.3 STEAM GENERATOR SYSTEM 

Each steam generator system (SGS) loop consists of a vertically oriented shell-and-tube heat exchanger, a 
steam drum, and a recirculation loop with a pump. The diagram layer of the model is shown in Fig. 4-8. 
Each SG model includes a main steam isolation valve (MSIV) and a steam generator block valve (SGBV) 
to allow isolation of steam flow into the high-pressure turbine through the common header. The 
recirculation ratio was set to 1.2 per the specification in ALMR PRISM PSID [5]. 
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Fig. 4-8. Diagram layer for the ALMR PRISM  
steam generator and drum model. 

 
The SG heat exchanger model resembles that of the IHX model as shown in Fig. 4-4, except the 
intermediate sodium flows are on the shell side, and water/steam flows inside the tubes from the SG (i.e., 
reversed from the IHX). Double-wall tube construction is properly modeled consistent with the design 
description. 
 
This steam drum on top of the SG is cylindrical and is connected to the outlet of the heat exchanger (SG) 
where steam flows through the riser. The Drum object uses a nonequilibrium thermodynamic model 
between the liquid and vapor phases. 
 
The drum model is based on dynamic mass and energy balance equations of the liquid and vapor volumes 
inside a cylindrical tank. Mass and energy transfer between the two phases is provided by bulk and 
surface condensation of the vapor phase and by bulk boiling of the liquid phase as illustrated in Fig. 4-9. 
Additional energy transfer can occur at the surface if the steam is superheated. 
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Fig. 4-9. Illustration of key phenomena in the  
steam generator steam drum model. 

 
The riser flowrate is separated before entering the drum at the vapor pressure. The saturated liquid 
fraction goes into the liquid volume, and the wet vapor fraction goes into the vapor volume with a steam 
quality depending on the liquid/vapor density ratio. The pressure at the downcomer connector is equal to 
the vapor pressure plus the liquid head. 

4.4 POWER CONVERSION SYSTEM 

The ALMR PRISM PCS includes too many components to be represented in both the probabilistic model 
and the system model. Some simplifications in the models are as follows: 
 

1. Two moisture separator and reheaters are modeled as a single component supplying identical 
steam to each low-pressure turbine. 

2. Steam jet air ejectors are not modeled. 
3. Steam packing exhausters are not modeled. 
4. Blowdown processes (i.e., blowdown flash tank and blowdown coolers) are not modeled. 
5. Four low-pressure feedwater heaters (LP FWHs) are represented by a single heat exchanger. 
6. The redundant LP FWH train is not modeled. 
7. Feedwater booster pumps and feedwater pumps are modeled as a single component; three 

redundant trains are maintained. 
 
These simplifications have little to no effect on the thermal-hydraulic models and are accounted for in the 
probabilistic models through the use of super events that are represented as basic events. 
 
The SG isolation and turbine stop, control, and bypass functions are simplified as shown in Fig. 4-10. 
Similarly, the feedwater block, control, bypass and isolation functions are introduced consistent with 
ALMR PRISM PCS design, as shown in Fig. 4-11. 
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Fig. 4-10. Drawing that shows the three main steam lines, the common header,  
the turbine stop valve, and the turbine control valve. 

 
 

 

Fig. 4-11. High-pressure FWH and connecting lines to steam generator drains. 



 

 

37 

The simplified PCS model developed in Modelica for the supervisory control project is shown in 
Fig. 4-12. This model contains a high-pressure turbine, a moisture separator and re-heater, two low-
pressure turbines, a generator, a condenser, three condensate pumps, a low-pressure feedwater heater 
(FWH), a deaerator, three booster pumps, a high-pressure FWH, and the necessary valves for control, 
isolation, and bypass. This model is simplified in that it combines four low-pressure FWHs into a single 
FWH. This simplification was needed to match the system model to the probabilistic model. The PCS 
model also provides the necessary control and isolation interfaces for each individual steam generator. 
 

 

Fig. 4-12. ALMR PRISM power conversions system model layout. 

4.4.1.1 Feedwater heaters 

The PCS model in Fig. 4-12 provides the necessary interfaces to manipulate the turbine FVCs, the low-
pressure and high-pressure FW FCVs, recirculation flow control set points, and low-pressure and high-
pressure FW pump controller set points. Currently the main steam isolation valve (MSIV) has not been 
modeled. The primary function of the MSIV is to redirect the main steam to the condenser in the event of 
a turbine or reactor trip. It is a safety-related component functionally isolated from the SCS. However, the 
MSIV must be included to demonstrate a key trip function in the event of a trip set point violation. 
 
The FW heater model closely resembles a RELAP5 FW nodalization scheme as shown in Fig. 4-13. 
While the FW flows on the tube side of a horizontal shell-and-tube heat exchanger and is slowly heated 
up, the extracted steam flows on the shell side and condenses. Because of the condensation, the shell side 
has a mixture of saturated water and steam. The water level is typically tracked by a dedicated control 
system for proper component operation. Although it has not been demonstrated, these control features are 
considered important in providing the SCS with ample options for decision making. 
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Fig. 4-13. Typical nodalization example of a  
horizontal feedwater heater in RELAP5. 

4.4.1.2 Moisture Separator and Reheater 

The moisture separator includes dynamic models of an ideal vapor/liquid separator and a horizontal heat 
exchanger with boiling inside tubes and condensation on the shell side. 

4.4.1.3 Deaerator 

The deaerator model is a horizontal cylindrical tank that assumes thermodynamic equilibrium between 
liquid and vapor phases as illustrated in Fig. 4-14. The metal wall dynamics is taken into account with a 
uniform temperature assumption. Heat transfer takes place between the metal wall, the two-phase fluid, 
and the exterior. A dynamic wall model is included if a non-zero metal heat capacity is defined. The 
condensate level is allowed to vary between ݕ௠௜௡ and ݕ௠௔௫. 
 

 

Fig. 4-14. Key phenomena in the deaerator model. 

 

4.4.1.4 Condenser 

The condenser model includes a three-zone heat exchanger as shown in Fig. 4-15. Cooling water and 
steam/condensate are separated by a dynamic wall model. The three zones make it possible to simulate 
subcooled and superheated phases. 
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Fig. 4-15. Temperature profiles of condensate  
and feedwater in a three-zone condenser. 

 
The ALMR PRISM PSID provides details for major plant structures, systems, and components, but 
design data for the turbine side are limited, as no detailed information is provided for the sizes of 
components such as FWH heat exchangers, pumps, and valves. A detailed design of the ALMR PRISM 
PCS is not part of the project scope, so the ORNL team is using the available data in the ALMR PRISM 
PSID and filling in missing data with minimal design work and engineering judgement. Hence, 
component sizing is expected to be suboptimal. However, while the suboptimal configuration affects the 
overall thermodynamic efficiency of the system, it is not expected to have a major impact on general 
system trends. 

4.5 CONTROL SYSTEMS 

This section describes the subsystem- or component-level continuous-time control systems. A high-level 
diagram of sensing and actuation interfaces for ALMR PRISM power block is shown in Fig. 4-16. 
 



 

 

40 

 

Fig. 4-16. High-level sensing and actuation interfaces for the ALMR PRISM power block. 

4.5.1 Level control 

Control models have been developed to regulate the level in (1) the steam generator drum, (2) high-
pressure FWHs, (3) low-pressure FWHs, (4) the moisture separator and reheater, and (5) the condenser.  
As an example, steam generator level control is achieved by modulating the feedwater control valve 
(FCV) using the steam flow rate and feedwater flow rate as inputs. 
 
Generically, two control system options are made available: simple feedback control with a proportional-
integral (PI) element (Fig. 4-17) and a combined feedforward and feedback control (Fig. 4-18). 
 

 

Fig. 4-17. Level control system with feedback path only. 
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Combined feedforward and feedback control can significantly improve performance over simple feedback 
control when there is a major disturbance to be measured before it affects the process output. Even when 
there are modeling errors, feedforward control can often reduce the effect of the measured disturbance on 
the output better than that achievable by feedback control alone. Level control performance is 
significantly improved using a combined feedback and feedforward control system. 
 

 

Fig. 4-18. Level control system with feedforward and feedback paths. 

 
The simplest feedforward transfer function is obtained by taking the inverse of the response function of 
the process to be controlled. For instance, this is achieved for the high-pressure FWH by taking the 
inverse of the response function of the regulation valve, and for the low-pressure FWH, it is accomplished 
by taking the inverse of the pressure head vs. mass-flow-rate relationship of a centrifugal pump. 
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5. UTILITY THEORY ALGORITHM USED TO GENERATE A DECISION 

The outcome of the probabilistic module is a set of decision alternatives, each of which may have a 
varying number of control actions. The probabilistic assessment provides a ranking of these alternatives, 
called a likelihood of success, in terms of component condition and availability for a given decision 
trajectory. However, it does not provide an indication about what potential consequences of these sets of 
actions would be dynamically on key process variables. Furthermore, certain instructions generated by the 
probabilistic model only include an abstract notion of action without specifications. For instance, one 
instruction may be to reduce power without specifying how much reduction is needed. 

The purpose of performance-based system models is to assess each probabilistically identified control 
option by considering the dynamic performance implications of the individual probabilistically identified 
control options. The performance-based decision making module receives inputs from the probabilistic 
decision-making module and the ERM module. 

The results from the probabilistically identified control options and the performance-based system models 
are used to generate a single solution using utility theory. Utility theory provides a methodological 
framework for evaluating alternative choices. In this context, utility is defined as the satisfaction that each 
choice provides to the decision maker. Hence, utility theory assumes that any decision is made on the 
basis of the utility maximization principle, which states that a rational decision-maker selects a set of 
options that maximizes benefit. Utility maximization is considered a type of optimal decision problem. 

The advantage of using utility functions is that multiple criteria can be weighed against one another. The 
simple additive weighting (SAW) method, one of the most widely used scoring methods, was used to 
weight, score, and select a control option. A score in the SAW method (Eq. 5-1) is obtained by adding 
contributions from the individual utility attributes, ݆ ∈ ሼ1, … ,ܰሽ, into a compound utility metric, ௜ܷ, for 
the decision branch ݅ by the following expression: 

 ௜ܷ ൌ ௜෍݌ ௝߱	ݑ௝൫ݔ௝൯

ே

௝ୀଵ

 (5-1) 

where  

  ,௜ is the likelihood of success associated with the ݅th branch of the decision tree݌

ܰ is the total number of utility variables (e.g., nine utility attributes were identified for ALMR 
PRISM), 

௝߱ is the utility weight of each utility function, and 

  .௝ݔ ௝൯ is the utility function for the attributeݔ௝൫ݑ

The decision branch with the highest compound utility, ܷ, is selected. 

The compound utility is calculated based on the maximum or minimum values taken by process variables, 
which is determined based on a detailed, end-to-end dynamic simulation of the plant. Through the 
normalization process, each incommensurable attribute becomes a pseudo-value function, which allows 
direct addition among alternatives. 
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The compound utility may also be calculated as a time-varying variable, ௜ܷ
௞, for the decision branch ݅ at 

time step ݇ by the following expression (Eq. 5-2): 

 ௜ܷ
௞ ൌ ௜෍݌ ௝߱	ݑ௝

௞൫ݔ௝൯

ே

௝ୀଵ

. (5-2) 

For a time-varying utility evaluation at a decision node, the lowest compound utility value of a decision 
branch must be used for decision analysis. This is the method used in the SCS decision-making 
demonstration. 

5.1 LIKELIHOOD OF SUCCESS 

The probabilistic decision-making evaluation (repeated in Fig. 5-1) generated a total of five decision 
paths for consideration. Each path is linked to a branch in a decision tree with a likelihood of success 
metric as represented in the last column of the ET and a series of control actions identified by the FTs 
linked to the top events. 

 

Fig. 5-1. Decision paths generated through ET evaluation. 

More specifically, the performance-based decision-making module receives the following input from the 
probabilistic decision-making module: 

1. number of decision alternatives or decision branches, 

2. likelihood of success for each decision alternative, and 

3. individual set of control actions for each decision branch. 
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While the probabilistic decision-making module automatically generates a set of control actions for each 
decision branch, it does not specify the performance parameters for a component associated with a control 
action. This is an important feature of the ERM module: as it monitors a component, it can detect and 
isolate a fault, which is performance degradation and its associated failure mode. 

This requires that detected performance degradation be translated to new set of operational parameters for 
a component. For example, a valve is typically modeled with a flow coefficient, ܥజ, which is a relative 
measure of its efficiency at allowing fluid flow. The flow coefficient describes the relationship between 
the pressure drop across an orifice, valve, or other assembly, and the corresponding flow rate. 

The system model includes key components of subsystems such as pipes, pumps, or valves with nominal 
performance specifications. However, as components age, they naturally drift from their nominal 
specifications. It is important to map degraded performance to a new performance specification. For 
instance, for a valve, it might be a modified flow coefficient. Other performance parameters may also be 
required, such as actuation response times including the time to open or close a valve, or time to start or 
stop a pump. Furthermore, certain failure modes may require additional translations, such as upstream or 
downstream leakage rates. If these phenomena are important for a given performance evaluation, they 
must be properly included in the system model. These performance specifications are not currently 
generated by the ERM module, and they are beyond the scope of this work. 

In summary, the performance-based decision-making module receives the following input from the ERM 
module: 

1. performance specifications for each component associated with a control action, 

2. actuation response-time specifications, and 

3. remaining useful life. 

The system model component parameters are updated with the estimated performance and response-time 
specifications during instantiation of the model. 

5.2 UTILITY VARIABLES 

The objective of employing the utility theory is to create a framework by which the physical behavior of 
the system can be assessed as a function of a control trajectory: a set of control instructions, along with 
the probabilistically ranked decision alternatives. The evolution of plant status is monitored by a set of 
state variables determined to be key actors in control. 
 
The objective of the deterministic decision-making module is to incorporate the current and projected 
physical behavior of the system. To achieve that capability, the utility variables must be selected so that 
the projected physical behavior of the system can be factored into the decision making with the 
probabilistically ranked options from the PRA calculation. This is best accomplished by linking the 
desired utility attributes to key process variables, which are those providing insight on system status. A 
partial list of system design variables for ALMR PRISM and their nominal steady-state values are shown 
in Table 5-1. 
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Table 5-1. ALMR PRISM heat transport system design values 

Variable Description 
Nominal 

value 
Unit 

ሶࡽ  Reactor thermal power 425 MWt ࢄࡾ
 Reactor outlet temperature 468.3 °C ࢕ࢄࡾࢀ
 Reactor inlet temperature 321.1 °C ࢏ࢄࡾࢀ
 Reactor temperature difference 147.2 °C ࢄࡾࢀࢤ
 Primary coolant mass flow rate (total) 2016 kg/s ࢖࣓

 Primary pump discharge volumetric flow rate* 0.66 m3/s ࢉ࢙࢏ࢊ	,࢖࣓
 Primary pump head 96.3 m ࢖ࢎ
 Intermediate hot leg temperature 426.67 °C ࢒ࢎࢀ
 Intermediate coolant mass flow rate (total) 2268 kg/s ࢏࣓

 Intermediate pump discharge volumetric flow rate 2.6 m3/s ࢉ࢙࢏ࢊ	,࢏࣓
 Intermediate pump head 95.7 m ࢏ࢎ
ሶࡽ  Steam generator thermal power** 432 MWt ࡳࡿ
 Steam generator outlet temperature 285 °C ࢕,ࡳࡿࢀ
 Steam generator outlet pressure 6.895 MPa ࢕	,ࡳࡿ࢖
 Steam generator feedwater temperature 216 °C ࢝ࢌ	,ࡳࡿࢀ
 Steam flow rate 233.5 kg/s ࡳࡿ࣓

* Volumetric flow rate per pump; total of four pumps 
** Includes pump heating from primary loop, intermediate loop, and steam generator pumps (~ 6.82 MWt) 

The selection criteria for utility variables must address the safety envelope of the controls domain. As 
illustrated in Fig. 2-2, the fundamental objective of the SCS is to maintain the plant’s state within the 
controllable domain delineated by the red line, which is referred to as the challenge surface. In its 
simplest form, the challenge surface is formed by the trip variables that, if exceeded, initiate an RPS 
and/or ESFAS actuation. Reactor safety functions and associated trip variables for ALMR PRISM are 
listed in Table 5-2. 
 
During normal operation, the SCS functions in order to confine the plant state within an even tighter 
domain, which is delineated by the blue line in Fig. 2-2—also called the homeostatic region. Similarly, to 
incorporate a broader snapshot of the plant state, additional utility attributes must be linked with key 
process variables. 

Table 5-2. Reactor trip variables and associated safety functions for ALMR PRISM 

 Safety function Monitored variable Type 

Flux 
Monitor for insertion of reactivity 
(threshold function of operating power 
level) 

Reactor core neutron flux TRIP 

Flow Monitor for loss of flow* 
Primary loop sodium level 

TRIP Primary loop EM pump discharge 
pressure 

Temperature Monitor for loss of heat sink 
Reactor core outlet temperature 

TRIP 
Cold pool temperature 

Level Monitor for loss of sodium Primary loop sodium level TRIP 

Pressure 
Monitor for electromagnetic (EM) pump 
outlet duct failure 

Primary loop EM pump discharge 
pressure 

TRIP 

* The loss-of-flow measurement is indirect, using the EM pump discharge pressure as an indicator of the primary loop flow rate. 
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ALMR PRISM RPS actuates on the following trip variables [5]: 

1. measured reactor core neutron flux (߮), 

2. reactor core outlet temperature ( ோܶ೉೚), 

3. cold pool temperature ( ௣ܶ௢௢௟,௖௢௟ௗ), 

4. pump discharge pressure (݌ௗ௜௦௖), and 

5. primary heat transport system (PHTS) sodium level (ݕ௉ு்ௌ). 

In addition to the RPS trip variables, the following were identified as important decision variables: 

1. reactor core coolant temperature difference (߂ ோܶ೉), 

2. intermediate heat transport system (IHTS) sodium level (ݕூு்ௌ), 

3. steam generator (SG) drum level (ݕௌீ), and 

4. steam generator feedwater (FW) inlet flow rate (߱௙௪). 

To maintain consistency among the attributes, utility variables are derived from the process variables 
through a simple linear transformation (Eq. 5-3): 

௜ݔ  ൌ
௜݌ െ ሺ݌௜ሻ௠௜௡

ሺ݌௜ሻ௠௔௫ െ ሺ݌௜ሻ௠௜௡
 (5-3) 

where 

 ௜ is the utility variable for the ith attribute andݔ

  ;௜ݔ ௜ is the process variable linked to݌

subscripts min and max are the minimum and maximum values each process variable is allowed 
to take (red line in Fig. 2-2).  

For safety-related variables (i.e., trip variables) these values are obtained by the setpoints of their 
processes from plant technical specifications. 

A preliminary list of utility variables selected for the supervisory control system for the ALMR PRISM 
based on the nine variables identified above is shown in Table 5-3. 
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Table 5-3. Process utility variables for ALMR PRISM supervisory control system 

Utility 
variable 

Safety 
variable 

Min. 
Lower 
bound 

Nominal 
Upper 
bound 

Max. Linear transformation 

 ଵݔ
߂ ோܶ೉ 
(ºC) 

ଵݔ 162.2 152.2 147.2 142.2 132.2 ൌ
߂ ோܶ೉ െ ൫߂ ோܶ೉൯௠௜௡

൫߂ ோܶ೉൯௠௔௫ െ ൫߂ ோܶ೉൯௠௜௡
 

 ଶݔ
ோܶ೉೚ 

(ºC) 
ଶݔ 483.3 473.3 468.3 463.3 453.3 ൌ

ோܶ೉೚ െ ൫ ோܶ೉೚൯௠௜௡
൫ ோܶ೉೚൯௠௔௫ െ ൫ ோܶ೉೚൯௠௜௡

 

 ଷݔ
ோܶ೉೔ 

(ºC) 
ଷݔ 336.1 326.1 321.1 316.1 306.1 ൌ

ோܶ೉೔ െ ൫ ோܶ೉೔൯௠௜௡
൫ ோܶ೉೔൯௠௔௫ െ ൫ ோܶ೉೔	൯௠௜௡

 

 ସݔ
 ௗ௜௦݌

(kPa) 
ସݔ 847 837 827 817 807 ൌ

ௗ௜௦݌ െ ሺ݌ௗ௜௦ሻ௠௜௡
ሺ݌ௗ௜௦ሻ௠௔௫ െ ሺ݌ௗ௜௦ሻ௠௜௡

 

 ହݔ
 ௉ݕ
(m) 

ହݔ 15 14 12 10 9 ൌ
௉ݕ െ ሺݕ௉ሻ௠௜௡

ሺݕ௉ሻ௠௔௫ െ ሺݕ௉ሻ௠௜௡
 

 ଺ݔ
 ூݕ

(m) 
଺ݔ 8 7 5 3 2 ൌ

ூݕ െ ሺݕூሻ௠௜௡
ሺݕூሻ௠௔௫ െ ሺݕூሻ௠௜௡

 

 ଻ݔ
 ௌீݕ
(m) 

଻ݔ 8 7 5 3 2 ൌ
ௌீݕ െ ሺݕௌீሻ௠௜௡

ሺݕௌீሻ௠௔௫ െ ሺݕௌீሻ௠௜௡
 

 ଼ݔ
߮ 

(n/cm2s) 
TBD TBD TBD TBD TBD TBD 

 ଽݔ
߱௙௪ 

(kg/s) 
ଽݔ 302 282 272 262 242 ൌ

߱௙௪ െ ൫߱௙௪൯௠௜௡
൫߱௙௪൯௠௔௫ െ ൫߱௙௪൯௠௜௡

 

 

5.3 UTILITY WEIGHTS 

Selection of weights can significantly change the result of a decision calculation. A review of alternative 
weights is provided in Ref. 24F22. 
 
The Uniform Weight Distribution approach puts equal emphasis on each utility. The weights can then be 
calculated by (Eq. 5-4) 

 ෍ ௝߱

ே

௝ୀଵ

ൌ 1 (5-4) 

 
which leads to (Eq. 5-5) 
 

 ௝߱ ൌ
1
ܰ
															∀݆ ∈ ሼ1, . . , ܰሽ (5-5) 

5.4 UTILITY FUNCTIONS  

The characteristics of utility functions are a subject of research. The shape of a utility function has 
implications for its effect on the overall decision. While utility functions presented in the literature—
mostly in the field of economics—are expected to satisfy certain criteria such as monotonicity, non-
decreasing, or strictly increasing properties, these rules result from the field of the application. 
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Engineering applications of utility theory expand the classical definition of utility functions to address 
specifics needs and requirements. For instance, Ref. 25F23 employs normal distributions for representing the 
relationship between a utility attribute and its functional form for decision-making on lane change. 

The proposed selection scheme of utility functions greatly expands its definition: 

1. Utility variables ݔ௜ are defined in Թ ∈ ሾ0, 1ሿ, which maps an engineering variable operating range 
between its minimum and maximum value. 

2. Utility functions ݑ௜ሺݔ௜ሻ have a mean value of ߤ ൌ 0.50 (symmetry rule). 

3. Utility functions intersect the abscissa at a lower-bound and an upper-bound value of an 
engineering variable. 

4. Utility functions are positive within the domain delineated by the lower- and upper-bound, and 
they are negative elsewhere. 

This scheme allows for rewarding a particular utility for being contained within the operations domain 
while penalizing it for being outside. Depending on the other parameters used, the penalty for not being 
contained within the domain can be significant, as illustrated below. 

The probability density function of a normal distribution (Eq. 5-6) is represented as 

,ߤ|ݔሺ݌  ሻߪ ൌ ݁ି
	ሺೣషഋሻమ	
మ഑మ , (5-6) 

where 

 is the mean, and ߤ

 .is the standard deviation of the distribution ߪ

Some examples from the family of distributions are provided in previous status reports. 

The utility functions are selected from the family of Gaussian distributions through a linear 
transformation (called affine transformation) represented by Eq. (5-7), 

,ߤ|ݔሺݑ  ሻߪ ൌ ܽ	݁ି
ሺ௫ିఓሻమ

ଶఙమ ൅ ܾ (5-7) 

where ܽ and ܾ are the coefficients of the transformation. 

The intersection points are determined based on the lower- and upper-bound values of a safety variable. 
For instance, the lower- and upper-bound values for ݔଵ are determined as follows (Eq. 5-8a 5-8b): 

 ሺݔଵሻ௅஻ ൌ
൫߂ ோܶ೉൯௅஻ െ ൫߂ ோܶ೉൯௠௜௡
൫߂ ோܶ೉൯௠௔௫ െ ൫߂ ோܶ೉൯௠௜௡

 (5-8a) 

 ሺݔଵሻ௎஻ ൌ
൫߂ ோܶ೉൯௎஻ െ ൫߂ ோܶ೉൯௠௜௡
൫߂ ோܶ೉൯௠௔௫ െ ൫߂ ோܶ೉൯௠௜௡

 (5-8b) 
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Based on the values given in Table 5-3, these are calculated as 

ሺݔଵሻ௅஻ ൌ
1
3

 

ሺݔଵሻ௎஻ ൌ
2
3

 

ሺݔ௜ሻ௅஻ and ሺݔ௜ሻ௎஻ values are symmetrical about ݔ௜ ൌ 0.5, as illustrated with ሺݔଵሻ௅஻ and ሺݔଵሻ௎஻. 

The ܽ and ܾ values of the linear transformations shown in Eq. (5-7) for a given utility function 
,ߤ|௜ݔ௜ሺݑ  :ሻ are calculated by solving the following set of equations (Eq. 5-9a 5-9b)ߪ

 
ܾ
ܽ
ൌ exp ቆെ

ሾሺݔ௜ሻ௅஻ െ ሿଶߤ

ଶߪ2
ቇ (5-9a) 

 ܽ െ ܾ ൌ 1 (5-9b) 

 

As an example, solving Eqs. (5-9a) and (5-9b) for ߤ ൌ 0.5 and ߪ ൌ 0.15 yields 

ܽ ൌ 2.171117 

ܾ ൌ 1.171117 

Again, the a and b values are generated based on the lower and upper bounds of the process variables and 
are the coefficients of the transformation. This transformation essentially determines the point where the 
curve intersects the abscissa. The utility functions for the ALMR PRISM process variables are generated 
based on this transformation. 
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6. DEMONSTRATION OF A SUPERVISORY CONTROL SYSTEM 

This chapter demonstrates the SCS decision-making process that couples probability, performance, and 
diagnostics for Scenario 1 of the TCV drifting in the closed direction (Section 3.1). The probabilistic 
model for Scenario 2, “SG1 FWCV drifts in closed direction” is discussed in Appendix C. No models 
were developed for Scenario 3, “SG1 FWCV drifts in open direction.” 
 
The demonstration problem for the integrated decision-making process primarily focuses on the BOP of 
an ALMR PRISM power block. More specifically, supervisory control assessments are made based on 
the condition of three components: turbine control valve, TControlValve that controls steam flow to the 
turbine or to the condenser, and feedwater control valves—FWControlValve_1 and 
FWControlValve_2—that control the feedwater flow rate to steam generators 1 and 2, respectively, as 
illustrated in Fig. 6-1. 
 
 

 

Fig. 6-1. BOP components monitored by the ERM functions for SCS demonstration. 

 
To test and verify the accuracy of the probabilistic models for the SCS, the status of the TCVs and 
feedwater FW flow control valves FCVs were captured in the ET/FT models. Control options for 
Scenario 1 reflecting the failures/degradations/OOS conditions are provided below. 
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Scenario 1: TCV drifts in closed direction 
Control options: 

1. Reactor trip on steam generator (SG) low-water level (i.e., do nothing). 
2. Successfully reposition TCV. 
3. Open the turbine bypass valve to compensate in the short term; advise RO to reduce reactor 

power/correct TCV logic error. 
4. If reactor 2 (1) is not at 100%, open reactor 2 SGBV; advise RO to reduce reactor 1 (2); 

power/correct TCV logic error. 
5. Decrease FW flow to SG 1 (2); advise RO to reduce reactor 1 (2); power/correct TCV logic error. 

A TCV drifting closed would reduce steam flow to the turbine. FW FCVs drifting open or closed would 
increase/decrease cooling flow to the SGs, resulting in overcooling/undercooling of the primary system. 
Failing to increase steam flow or decrease FW flow would result in a heat imbalance in the secondary 
cooling system and a reactor trip. 

6.1 PROBABILISTICALLY IDENTIFIED CONTROL ACTIONS 

The difference between a probabilistically-informed and a probabilistically-based decision-making 
algorithm is that a probabilistically-based algorithm would simply select the option with the greatest 
likelihood of success without any other factors being considered. This may not be the best choice based 
on other criteria. For example, the most likely option for avoiding a trip set point probabilistically could 
be to manually shut down the reactor, but deterministic factors such as reduced generation of heat (i.e., 
power reduction) might re-rank this option to the least favorable of the choices. 
 
The ET for the operational decisions associated with Scenario 1 above, which is based on the steam flow 
to the turbine being within proper limits, is provided in Fig. 6-2. The ET captures plant operations with 0, 
1, or 2 SGs in service, and this demonstration problem is showing two SGs in operation.  
 
The SCS automatically and autonomously determined that there are five success paths, and each success 
path has potential control commands at the success/failure branch points on the ET (Table 6-1): 
 
 

 Table 6-1. Control options identified from deconstruction process 

Rank 
Likelihood 
of success 

ET branch 
sequences(s) 

Control option Consequence 

1 1.0 1 Do nothing Scram reactors 
2 0.8999 14 Controlled shutdown of Rx1 50% power 
3 0.8902 6–10 Reduce FW flow; reduce power Power reduction 
4 0.887 8–10–12 Open TBV; reduce power; close TBV Power reduction 
5 0.1 2 Successfully reposition TCV 100% power 
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Fig. 6-2. Identification of control options based on probabilistic assessment. 

 
The underlying FTs for the ET branches capture the component states, including their failure modes, their 
being OOS, or their being available for service but not in service (important for alternate flow paths). 
Changes in these failure probabilities will be automatically reflected in the ranking of the control options. 
For example, if the FW FCV is degraded, the reduce FW flow; reduce power and open TBV; reduce 
power; close TBV” options switch order for the likelihood of success (Table 6-2). This is because in this 
example, the FW FCV is operating in a degraded condition and is less likely to operate successfully. 
 
 
 

 Table 6-2. Re-ranking of control options based on changing component health 

Rank Before Degraded FW FCV 
1 Do nothing Do nothing 
2 Controlled shutdown of Rx 1 Controlled shutdown of Rx 1 
3 Reduce FW flow—reduce power Open TBV—reduce power—close TBV 
4 Open TBV—reduce power—close TBV Reduce FW flow—reduce power 
5 Successfully reposition TCV Successfully reposition TCV 

 
 
In this demonstration, a performance-based re-ranking of the probabilistically identified control options 
will be made. Specifically, this demonstration focuses on quantitative comparison of two operational 
strategies such as control options 3 and 4 listed in Table 6-1. 

6.2 PERFORMANCED-BASED ASSESSMENT OF CONTROL OPTIONS  

The technical basis and the computational framework to accomplish the deterministic decision-making 
function for the SCS were also previously reported. The framework uses utility theory as the 
mathematical method of performing the deterministic part of the integrated decision-making function. 
Utility theory offers a unifying measure that considers the value and potential consequences of individual 
control actions reflected in the combined utility of a decision alternative. 
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The operational transient starts with the turbine control valve (TCV) drifting in the closed direction as 
shown in Fig. 6-3. A flow restriction of approximately 25% is assumed from the nominal steady state 
operation point. In this demonstration, only reactor modules 1 and 2 are considered in probabilistic- and 
performance-based decision making, while reactor module 3 is considered to be a steady based-load 
generator. This approach is adopted primarily to simplify the probabilistic models. 
 

 
(a) 

 
(b) 

Fig. 6-3. (a) Turbine control valve opening as a function of time;  
(b) change of mass flow rate in the BOP due to TCV closure. 

 

6.2.1 Control option 3 

In this operational strategy, feedwater flow rates are readjusted through modulation of two feedwater 
control valves: FWCV1 and FWCV2. Specifically, feedwater flow rate going to SG1 is reduced, while 
feedwater flow rate to SG2 is maintained. Following this adjustment, reactor module 1’s thermal output is 
reduced by inserting the control rods. 
 
The dynamic response of the system to the IE and the subsequent supervisory control actions are shown 
in Figs. 6-4 through 6-10. 
 
Fig. 6-4 shows the change in the reactor’s power output in response to partial closure of TCV. Fig. 6-4(a) 
shows the total power block output, while Fig. 6-4(b) shows the thermal output from individual modules. 
In response to the partial closure of TCV, power output from reactor modules Rx1 and Rx2 starts to drift 
down as the reactivity feedbacks quickly kick in. The supervisory control actions —repositioning 
FWCV1 into SG1 and reducing the reactor power of Rx1 by adjusting the control rods—are initiated at 
around time 600 s after the start of the simulation. The reactor module Rx1 power level is reduced to a 
level determined based on the loss of heat rejection capability due to partial closure of TCV. 
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(a) 

 
(b) 

Fig. 6-4. Change of power output in response to partial closure of TCV followed by supervisory 
control actions: (a) power block thermal output; (b) reactor modules 1 and 2 thermal outputs. 

 
 
Similarly, the generator’s electrical output also drops quickly due to lower steam mass flow rate in the 
power conversion system, as shown in Fig. 6-5. A potential turbine trip due to generator voltage/phase 
mismatch with the grid as a result of rapid power runback is not included in the system model. This might 
be an important detail to consider for performance-based decision making in the future. 
 

 

Fig. 6-5. Change of generator electrical output in response to partial  
closure of TCV followed by supervisory control actions. 
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The dynamic response of core inlet and core mixed outlet temperatures for individual reactor modules 
Rx1 and Rx2—the upper plenum temperature after ideal mixing—is shown in Fig. 6-6. 
 

 
(a) 

 
(b) 

Fig. 6-6. Change of core inlet and mixed outlet temperatures in reactor modules 1 and 2 in response 
to partial closure of TCV followed by supervisory control actions. 

 
 
Similarly, dynamic response of the cold pool (as shown in Fig. 4-2) temperature for Rx1 and Rx2 is 
shown in Fig. 6-7. Reactor module cold pool temperature signal is used by the reactor protection system 
as a trip signal. 
 

 

Fig. 6-7. Change of primary cold pool temperatures in reactor modules 1 and 2  
in response to partial closure of TCV followed by supervisory control actions. 

0 10 20 30 40 50 60
318

319

320

321

322

323

324

325

Time (min)

T
e

m
p

er
at

ur
e 

(o C
)

Core Inlet Temperature

 

 
PHTS

1

PHTS
2

0 10 20 30 40 50 60
430

435

440

445

450

455

460

465

470

475

480

Time (min)

T
e

m
p

er
at

ur
e 

(o C
)

Core Mixed Outlet Temperature

 

 
PHTS

1

PHTS
2

0 10 20 30 40 50 60
318

319

320

321

322

323

324

325

Time (min)

T
e

m
pe

ra
tu

re
 (o C

)

Reactor Module Primary Cold Pool Temperature

 

 
PHTS

1

PHTS
2



 

 

57 

The dynamic response of core exit temperatures is shown in Fig. 6-8. Fig. 6-8(a) shows the temperature 
response at the outlet of driver assemblies (average assembly), and Fig. 6-8(b) shows the temperature 
response at the outlet of blanket assemblies (average assembly). 
 

 
(a) 

 
(b) 

Fig. 6-8. Change of core exit temperatures in reactor modules 1 and 2 in response to partial closure 
of TCV followed by supervisory control actions: (a) exit temperatures in an average driver 

assembly; (b) exit temperatures in an average blanket assembly. 

 
The time trace of the power conversion system steam header pressure and temperature in response to 
partial TCV closure and subsequent supervisory control actions is shown in Fig. 6-9. As shown in 
Fig. 6-9(a), the power conversion system header pressure significantly increases from approximately 66 
bar to almost 84 bar, and then settles at around 80 bar. It should be noted that steam generator relief 
valves are not included in the system model, which may automatically actuate to reduce excessive 
pressures in the power conversion system. 
 

 
(a) 

 
(b) 

Fig. 6-9. Power conversion system steam header dynamics in response to partial closure of TCV 
followed by supervisory control actions: (a) change of pressure; (b) change of temperature. 
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The dynamic response of collapsed liquid level in individual steam generator drums is shown in 
Fig. 6-10. This trace also includes the effect of control actions executed by the dedicated proportional-
integral (PI) control systems with feedforward control path in each steam generator. The control system 
actuates very aggressively to stabilize the liquid-level response of steam generators. The control system 
design uses various assumptions for pump response and valve actuation due to lack of design data on 
these components. Lower performance of these components may lead to significant variations in dynamic 
response. 
 
 

 

Fig. 6-10. Change of liquid levels in three steam generator drums in response  
to partial closure of TCV followed by supervisory control actions. 

 

6.2.2 Control option 4 

In this operational strategy, the excess stored energy in the balance of plant is rejected to the condenser 
through temporary steam dump. This approach helps correct the mismatch between the heat generation 
and heat rejection in a more expeditious manner. 
 
Fig. 6-11 shows the response of the reactor power output in response to partial closure of TCV and the 
subsequent supervisory control actions based on Scenario 4. Fig. 6-11(a) shows the total power block 
output, while Fig. 6-11(b) shows the thermal output from individual modules. In response to the partial 
closure of TCV, power output from both reactor modules (Rx1 and Rx2) starts to drift down due to 
reactivity feedbacks. The actuation of turbine bypass valve (TBV1) causes a short power spike that is kept 
under control by control rod adjustments. TBV1 partial opening and the duration of opening was 
determined based on the excess pressure in the power conversion system steam header. As shown in 
Fig. 6-16, this approach significantly reduces the pressure spike in the steam header. 
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(a) 

 
(b) 

Fig. 6-11. Change of power output in response to partial closure of TCV followed by supervisory 
control actions: (a) power block thermal output; (b) reactor modules 1 and 2 thermal outputs. 

 
The dynamic response of the generator electrical output is shown in Fig. 6-12. 
 

 

Fig. 6-12. Change of generator electrical output in response to  
partial closure of TCV followed by supervisory control actions. 
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The dynamic response of core inlet and core mixed outlet temperatures for individual reactor modules 
Rx1 and Rx2, or the upper plenum temperature after ideal mixing, is shown in Fig. 6-13. 
 

 
(a) 

 
(b) 

Fig. 6-13. Change of core inlet (a) and core mixed outlet (4) temperatures in reactor modules 1 and 
2 in response to partial closure of TCV followed by supervisory control actions based on Scenario 4. 

 
Similarly, dynamic response of the cold pool temperature for Rx1 and Rx2 is shown in Fig. 6-14. Reactor 
module cold pool temperature signal is used by the reactor protection system as a trip signal. 
 

 

Fig. 6-14. Change of primary cold pool temperatures in reactor modules 1 and 2 in response to 
partial closure of TCV followed by supervisory control actions based on Scenario 4. 
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The dynamic response of core exit temperatures is shown in Fig. 6-15. Fig. 6-15(a) shows the temperature 
response at the outlet of driver assemblies (average assembly), and Fig. 6-15(b) shows the temperature 
response at the outlet of blanket assemblies (average assembly). 
 

 
(a) 

 
(b) 

Fig. 6-15. Change of core exit temperatures in reactor modules 1 and 2 in response to partial 
closure of TCV followed by supervisory control actions based on Scenario 4: (a) exit temperatures 

in an average driver assembly; (b) exit temperatures in an average blanket assembly. 

 
The time trace of the power conversion system steam header pressure and temperature in response to 
partial TCV closure and subsequent supervisory control actions based on Scenario 4 is shown in 
Fig. 6-16. As shown in Fig. 6-16(a), the power conversion system header pressure increases from 
approximately 66 bar to around 76 bar and then settles at around 73 bar; significantly lower than the 
response in Scenario 3. 
 

 
(a) 

 
(b) 

Fig. 6-16. Power conversion system steam header dynamics in response to partial closure of TCV followed by 
supervisory control actions based on Scenario 4: (a) change of pressure; (b) change of temperature. 
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The dynamic response of collapsed liquid level in individual steam generator drums for Scenario 4 is 
shown in Fig. 6-17. As observed in the previous case, the traces include the effect of control actions 
executed by the dedicated proportional-integral (PI) control systems with feedforward control path in 
each steam generator. It was observed that the control system actuates very aggressively to stabilize the 
liquid-level response of steam generators. The control system design uses various assumptions for pump 
response and valve actuation due to lack of design data on these components. Lower performance of these 
components may lead to significant variations in dynamic response. 
 
 

 

Fig. 6-17. Change of liquid levels in three steam generator drums in response to partial  
closure of TCV followed by supervisory control actions based on Scenario 4. 

6.3 ASSESSMENT OF CONTROL OPTIONS USING UTILITY THEORY  

The outcome of the probabilistic module is a set of decision alternatives, each of which may have a 
varying number of control actions. The probabilistic assessment provides a ranking of these alternatives, 
called likelihood of success, in terms of component condition and availability for a given decision 
trajectory. However, it does not provide an indication about what the potential consequences of these sets 
of actions would be dynamically on key process variables. Furthermore, certain instructions generated by 
the probabilistic model only include an abstract notion of action without specifications. For instance, one 
instruction may be to reduce power without specifying how much reduction is needed. 

The purpose of performance-based decision making is to assess and rank each decision option by taking 
into account the dynamic performance implications of the individual decision branches. The performance-
based decision making module receives inputs from the probabilistic decision-making module and the 
ERM module to generate a single solution. Interfaces to these modules are defined later in the section. 
 
The objective of the deterministic decision-making module is to incorporate the physical behavior 
(current and projected) of the system. In order to achieve that capability, the utility variables must be 
selected so that the system’s projected physical behavior can be factored into the decision making with 
the probabilistically ranked options from the PRA calculation. This is best accomplished by linking the 
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desired utility attributes to key process variables (i.e., the ones that provide insight about the status of the 
system). 
 
The advantage of using utility functions is that multiple criteria can be weighed against one another. The 
result is a risk-informed decision to maintain operations within all safety limits. 
 
The quantitative performance-based assessment in this demonstration uses four process signals (i.e., 
utility attributes): 

1. driver assembly exit temperatures, 
2. reactor module primary pool temperatures, 
3. power conversion system steam header pressure, and 
4. collapsed liquid levels in steam generator drums. 

 
The other five utility attributes recommended for performance-based decision making were not available 
in the current system model (Table 5-3). 
 
In particular, liquid sodium thermodynamic properties in the primary and the intermediate loops were 
taken constant at an average operating point. As a result, sodium density does not vary as a function of 
temperature, which is the fundamental driving force for sodium level in the upper plenum and the 
intermediate heat transport system expansion tanks. Furthermore, momentum conservation equations in 
the primary and intermediate heat transport loops were turned off to accelerate the simulation runtime. 
Therefore, liquid level in the primary loop upper plenum and the intermediate loop expansion tank is 
constant. These capabilities can be incorporated into the simulation capability at a later time. 
 
Similarly, the primary and intermediate loop flow rates were modeled as constant at the nominal flow rate 
to simplify the system model. Hence, the primary discharge pressure variable, which is used as the reactor 
protection system trip signal, is not available for quantitative performance-based decision making. 
 
The utility approach uses the minimum utility value of individual attributes within a simulation period. 
The simulation is executed for a period of time that guarantees a steady state value of key state variables. 
The utility functions are calculated for control options 3 and 4 for Scenario 1 (TCV drifts close). The 
utility values are calculated for reactors 1 and 2; no utility value is calculated for reactor 3 as it is assumed 
to remain at 100% power throughout the transient. 

6.3.1 Assessment of control option 3 

Variation of the core exit temperature utility attribute is shown in Fig. 6-18. The minimum values are 
reflected by the red circle that highlights the closest value to the trip setpoint. For control option 3, 
Fig. 6-18 shows that the utility of the core exit temperature for reactor 2 (PHTS2) is positive (0.8601) 
while that for reactor 2 (PHTS1) is negative (-0.0541). The physical meaning of these values is that as the 
system moves closer to a trip setpoint, the utility values approach zero. Once the system passes the 
normal operating boundary (i.e., the blue line in Fig. 2-2), the utility values become negative. The 
magnitude of the negative value increases rapidly as the system approaches the trip setpoint (i.e., the red 
line in Fig. 2-2). For the control system, a negative utility function indicates that that option is not likely 
to be the preferred option. 
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Fig. 6-18. Variation of utility for the driver assembly exit temperature attribute. 

 
Variation of the reactor module primary cold pool temperature utility attribute is shown in Fig. 6-19. 
 

 

Fig. 6-19. Variation of utility for the primary  
system cold pool temperature attribute. 
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Variation of the steam header pressure utility attribute is shown in Fig. 6-20. 
 

 

Fig. 6-20. Variation of utility for the header pressure attribute. 

 
 
Variation of the steam generator drum liquid level utility attribute is shown in Fig. 6-21. 
 

 

Fig. 6-21. Variation of utility for the steam generator drum liquid level attribute. 
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6.3.2 Assessment of control option 4 

Variation of the core exit temperature utility attribute is shown in Fig. 6-22. 
 

 

Fig. 6-22. Variation of utility for the driver assembly exit temperature attribute. 

 
 
Variation of the reactor module primary cold pool temperature utility attribute is shown in Fig. 6-23. 
 

 

Fig. 6-23. Variation of utility for the primary system cold pool temperature attribute. 
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Variation of the steam header pressure utility attribute is shown in Fig. 6-24. 
 

 

Fig. 6-24. Variation of utility for the header pressure attribute. 

 
 
 
Variation of the steam generator drum liquid level utility attribute is shown in Fig. 6-25. 
 

 

Fig. 6-25. Variation of utility for the steam  
generator drum liquid level attribute. 
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6.4 GENERATION OF CONTROL SIGNAL  

The quantitative performance-based decision-making assessment is performed based on four utility 
attributes identified for this demonstration. Table 6-3 lists the individual utility values for key attributes, 
as well as the reactor module level and power-block-level compound utilities. The compound utility in 
this demonstration is calculated using equal weights for each attribute. 
 

Table 6-3. Utility values for Control Options 3 and 4 using equal weights 

Trip variable 
Control Option 3 Control Option 4 

RX1 RX2 RX1 RX2 

Core exit  
Temperature  
(driver assembly) 

-0.0541 (Fig. 6-18) 0.8601(Fig. 6-18) 0.0334 (Fig. 6-22) 0.9707 (Fig. 6-22) 

Primary loop  
cold pool 
temperature 

0.033 (Fig. 6-19) -0.1762 (Fig. 6-19) 0.3763 (Fig. 6-23) 0.5519 (Fig. 6-23) 

Steam header 
pressure 
 

-0.1825 (Fig. 6-20) -0.1825 (Fig. 6-20) 0.4247 (Fig. 6-24) 0.4247 (Fig. 6-24) 

Steam drum  
liquid level 
 

0.1851(Fig. 6-21) 0.1851(Fig. 6-21) 0.5744 (Fig. 6-25) 0.5744 (Fig. 6-25) 

COMPOUND UTILITY 
Reactor module level (∑) -0.0047 0.1716 0.3522 0.6304 
Power block total (∑) 0.1670 0.9826 

 
The probabilistic and performance-based rankings of control options may or may not agree. Even if they 
do agree, the highest ranking control option may not be the optimal choice based on other factors (e.g., 
the greatest likelihood of successfully avoiding a trip setpoint is to perform a controlled shutdown of the 
reactor). 
 
The utility scoring algorithm within the SCS couples the probabilistic and performance-based models to 
select the optimal control option. Interestingly, even though Control Option 3 has a slightly higher 
likelihood of success than Control Option 4 based on probabilistic assessment, the performance-based 
assessment favors Control Option 4 based on the utility calculations. 
 
After the SCS identifies a preferred single solution or a single trajectory and collects those steps needed to 
finalize an action, it transmits a control signal(s) to a component or system and informs the operator of 
actions taken. 2F

3 Submitting the control signal(s) to a component or system is similar to an action that an 
operator would take. 

                                                      
3Within each ET success sequences, the SCS control commands are embedded within the linked FTs. The format of 
the control commands specifies the actions to be taken to the SCS to avoid a trip setpoint for each of the sequences 
under consideration. The format providing the information for each control signal includes: 

 a house event (TRUE) identifier signifying that this is a control signal,  
 the lead identifier in the house event (i.e., SCS), which indicates that the information that follows is an SCS 

command signal, and  
 specification of the component and the action to be taken.  

 
As an example, the house event SCS shutdown Rx1 notifies the SCS to perform a controlled shutdown of reactor 1. 
The other command associated with shutting down reactor 1 is to close the SGBV associated with reactor 1 (i.e., 
house event “SCS SGBV 1 CLOSE”). 



 

 

69 

7. SUMMARY AND CONCLUSIONS 

This report documents the technical accomplishments for developing and demonstrating a risk-informed 
and performance-based supervisory control decision-making framework. The specific plant design for 
which the SCS has been demonstrated is an ALMR PRISM. The ALMR PRISM is attractive for 
demonstration of SCS implementation because the safety margins are large and the timeframe available 
for human oversight of a semi-autonomous SCS is long thereby allowing the logic and effects of ACS 
actions to be easily recognized and understood. That is, it is useful in building confidence in the approach 
and its benefits.  
 
This project has successfully demonstrated the capability to make risk-informed performance-based 
control decisions based on actual plant status in real time. The value of coupling probabilistic and 
performance-based system models was demonstrated by the re-ranking of control options based on the 
use of a utility algorithm. Within the SCS, the probabilistic assessment provides a ranking of viable 
control actions; however, certain instructions generated by the probabilistic model only include an 
abstract notion of action without specifications. For instance, one instruction may be to reduce power 
without specifying how much reduction is needed. The performance-based system models assess and rank 
each of the probabilistically identified control actions by taking into account the physical behavior 
(current and projected) of the system. The performance-based decision making module receives inputs 
from the probabilistic decision-making module and the ERM module to generate a single solution. 
Interfaces to these modules are defined later in the section. A utility theory algorithm factors into the 
decision making by estimating the distance from and approach to a trip setpoint for each control option. If 
the magnitude of a negative utility value increases rapidly as the system approaches the trip setpoint, that 
option is not likely to be the preferred option. This can lead to a re-ranking of the control options. 

A key enabling technology for the implementation of an SCS is the ability to monitor the condition of 
SSCs and predict the future degradation of their performance. The concept of an ERM with these 
monitoring and prognostic capabilities has been developed and demonstrated. The technology required 
for an ALMR ERM is largely available with today’s state of knowledge. The use of ERM monitors 
provides added value to the SCS as demonstrated by the re-ranking of control options based on a 
components degraded state. 

7.1 SUMMARY OF A RISK-INFORMED PERFORMANCE-BASED DECISION-MAKING 
PROCESS 

Embedded decision making enables proactive operations rather than simply reactive control for 
previously unanalyzed plant conditions in real time. The SCS uses 
 

 output from a component monitoring and prognostic system (ERM) to identify the need for 
control actions, 

 systems analysis models (ET/FT) to identify control options, 
 probabilistic models to rank control options,  
 system dynamic response models (ALMR system models in this study) to evaluate the 

performance implications of alternative control actions, including power reductions, and 
 utility functions to re-rank the probabilistically identified control options based on the trip set 

points and other constraints that define the operational space. 
 
Once a control decision is made, the SCS 

 transmits an actuation signal(s) to the component(s) of interest, and 
 informs the operator of the action taken or requests permission to take action. 
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The probabilistic and deterministic models capture the operational characteristics of the ALMR PRISM. 
The importance of accounting for component health is shown in the re-ranking of control options based 
on the degraded state of a component. 
 
The results from this research project shows that by coupling the probabilistic and system models the SCS  

 accounts for potentially rapidly changing plant conditions during transients or accidents, 
 illustrates the concept of informing reactor design such that it is more robust where it needs to be 

yet avoids unnecessary, overly conservative design constraints, 
 provides for a more complete set of potential component failures and event initiators to be 

evaluated during normal, off-normal, and maintenance conditions, and 
 allows insights into the sufficiency of plant diversity states in which the plant could be when the 

failures and initiators occur because of realistic rather than bounding assessments. 

7.2 TECHNICAL ACCOMPLISHMENTS  

PRA tools—FTs and ETs—for probabilistic decision making, in combination with ERMs, are discussed 
below. 
 

7.2.1 Advancement in control system technology 

The risk-informed performance-based SCS advances control system technology by assessing control 
options based on actual plant status and component health, incorporating the uncertainties associated with 
component health, and processing large amounts of data without computational penalties. 
 
The objective of decision making within the context of a plant control system is to identify and choose 
among alternatives that will move from a degraded state based on component health or component failure 
to a desired state or condition.  
 
Fault trees in OPRA include actuation/control signals from SCS in the house events therefore, control 
systems and probabilistic system modules directly interacts. Control options are enriched and increased 
via these interactions and analyzed in a timely manner.  

7.2.2 Actual plant conditions evaluated in real-time 

Conventional PRA techniques and current state-of‐the‐art decision‐making modules (e.g., decision tables) 
typically do not consider all possible combinations and permutations of sequences, timing, order of 
failures, etc., that could comprise these events. Thus, the accurate prognosis of all potential future system 
configurations (e.g., component failures) is not feasible because of the prohibitively large numbers of 
combinations of components and potential component states. 
 
Control systems must be dynamic and must be capable of adapting to any perturbation. The SCS provides 
a projection of future states that accounts for the failure or degradation of any active component, which is 
evaluated by the models in real time. Thus, the a priori assessment of all combinations of component 
states is not needed. 

7.2.3 Uncertainties in component behavior included 

If all structures, systems and components (SSCs) were to behave in a deterministic manner, responding in 
the same way for the same input, a simple logic construct would be sufficient to create an expert system. 
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However, component performance (even at the beginning of their lifetime) varies. As SSCs operate, they 
age and start to wear out. These types of stochastic processes must be modeled using probability 
distributions determined based on testing and operational experience. 
 
New reactors are expected to make greater use of sensing and monitoring technologies capable of 
evaluating the current condition and projecting the future degradation of equipment performance with 
time. Given a specified control action, the future state of the plant can be projected through a combination 
of probabilistic (determining the probability of different scenarios) and deterministic (examining the 
thermal-hydraulic response as a function of time for each scenario) analyses. Thus, the ERM is a critical 
element of the SCS system. In demonstrating the application of an SCS to the control of the power 
conversion system of an ALMR, an ERM model was linked to the SCS logic model and deterministic 
thermal-hydraulic model of the power conversion system. The optimal choice of alternative SCS control 
actions was found to be influenced by the monitored health of components. 
 
Thus, unlike conventional control systems, the demonstration problem for the SCS accounts for 
uncertainties in component health. 

7.2.4 Dynamic behavior of models  

The focus of safety-related probabilistic risk assessments is to assess the likelihood of events leading to 
severe core damage. These assessments are static and do not reflect the changing of plant status or 
component health. That is, although the same tools are used for the SCS—ETs and FTs—the PRAs for 
plant safety assessments use fixed ETs in which an assumed order of events is predetermined. This 
assumption simplifies the analysis but has limitations. In contrast, the analyses performed in support of 
the SCS assess the likelihood of scenarios associated with alternative control actions that lead to success. 
Because control systems are dynamic by nature, it is necessary to consider alternative control options that 
may involve a different order of events in a time continuous manner. 
 
Thus, unlike conventional control systems, the demonstration problem for the SCS accounts for the 
dynamic behavior of systems by reflecting the permutations of occurrences and timing of failures and 
control options. That is, although the event trees are static (fixed), possible component failures and 
actions are coded in the FTs and ETs so when component state changes the FT is able to capture it. 

7.3 IMPORTANCE OF A RISK-INFORMED PERFORMANCE-BASKED SCS  

The overall industrial attractiveness of an AdvSMR depends largely on its economic attractiveness. 

7.3.1 Reduction in control room operators 

If the personnel requirements per reactor unit for an SMR were the same as for large reactors, the 
operating costs for these plants would not be competitive.  The development of an SCS capability 
supported by an ERM is essential to assuring the economic viability of these plants through a reduction in 
the size of the operating crew per MWe. The proposed operator staffing for the ALMR PRISM design is a 
minimum of eight licensed operators for nine reactor modules. Under current regulatory requirements, 
this same nine reactor module facility would require at least 24–30 operators. In a plant with an ERM 
supporting a semi-autonomous control capability, the need for control room staffing compared to current 
plants could be substantially reduced. Similarly, reductions may be possible in the need for current 
staffing levels for system surveillance, maintenance activities, and training through the use of the ERM 
and RWU calculations that in today’s plants dominate operating costs. 
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7.3.2 Reduction in O&M costs 

The major cost categories for nuclear power are broadly defined as follows: 
 capital recovery: paying for the capital costs 
 operations and maintenance (O&M): costs required to keep the facility in operating condition 
 fuel cycle: the purchase of fresh nuclear fuel and the storage and eventual disposal of spent 

nuclear fuel 
 
2According to the Nuclear Energy Institute (NEI) [26F24] the O&M cost category has the greatest impact on 
the operating cost and thus the economic competitiveness of the reactor itself. Thus, the economic 
viability of advanced reactors will depend on the minimization of operating costs while maintaining plant 
safety. 
 
The NEI also differentiates O&M costs by single- versus multi-unit site, and single-site versus fleet utility 
operations. The O&M costs for multi-unit sites are ~30% less than for single-unit sites, and the costs for 
fleet operations are ~10% less than for single-site operations. This demonstrates that leveraging personnel 
within an existing site, reducing personnel requirements per reactor, has a powerful cost benefit. 
 
There are three basic approaches taken to plant maintenance: 
 

1. Reactive – failure based (i.e., repair or replace components after they have failed) 
2. Preventive – interval based (i.e., use failure data to establish a maintenance interval) 
3. Predictive – condition based (i.e., track remaining useful lifetime(RUL) of components) 

 
Preventive maintenance is recognized not only as a means to reduce reactor risk but also to reduce 
maintenance cost in today’s plants. A predictive capability as provided by an ERM would enable more 
effective use of planned outages as well as a means of reducing inventory of spares. The SCS at the same 
time ranks the control options based on the components health, which under a planned outage situation 
would account for the degraded health of the component. This benefit of the SCS can be used to reduce 
maintenance staff while improving plant availability, reliability, and maintaining safety. 

7.3.3 Optimization of design and performance 

PRAs have been successfully used as a design optimization and refinement tool for safety-related 
applications. Expanding their scope in the form of OPRAs to non-safety-related systems, such as the 
nuclear I&C system, will potentially lead to architectures that deliver higher operational performance. 
 
Risk-informed performance-based control system designs can provide the proven benefits of PRA 
combined with deterministic design principles. The application of an SCS can lead to better performance 
capabilities for maintaining plant thermal-hydraulics and power distribution within prescribed operating 
ranges. 

7.3.4 Increased plant availability, reliability, and safety 

Risk-informing the control system, which includes the components and subsystems with which the I&C 
system interacts, allows for a systematic treatment of possible malfunctions and failures that lead to 
transients. A systematic analysis of initiating events offers the potential to (1) reduce the likelihood of 
reactor trips, thereby increasing plant availability, and (2) improve the overall safety metric of the plant 
by better control actions to maintain key parameters and systems within operating ranges. Thus, the 
application of an SCS, by reducing the likelihood of challenging a plant safety system directly impacts 
plant availability, reliability, and safety. 
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7.4 OTHER APPLICATIONS 

With this architecture, the SCS can evaluate operational alternatives and select the best option at the 
single reactor level; future efforts would be to expand this technology to include decision making at a 
reactor module level. 
 
Looking toward the future of electric power supply in the United States, the introduction of renewable 
energy sources will provide new challenges to the stability and efficient operation of multiple units within 
a grid. The risk-informed performance-based SCS technology can be extended to the higher supervisory 
level of grid management. For these applications, utility functions would be employed not only to select 
the lowest cost options for distributing power demand, but would also account for impact on outage and 
maintenance schedules, as well as cycling effects on component degradation. 

7.5 FUTURE WORK 

The SCS demonstrates the viability of the methodology to provide a real-time, probabilistically and/or 
deterministically based control system that accounts for the actual status of components, including 
component health. Future work in this area would include 
 

 exploring the use of dynamic PRA techniques, 
 developing and incorporating a set of coupled flow/power curves to select flow/power reductions 

that maintain safety yet maximize economic benefits, 
 developing the basis for reducing plant staff (PRISM assumed a reduced staff but did not provide 

a basis), 
 fully developing and implementing the maintenance outage assessment into the SCS,  
 evaluating the SCS using a flow loop and component sensors to inject faults mechanistically to 

validate simulated model results,  
 evaluating how an SCS can be used to operate reactors in a load-following mode within an 

electric grid that includes a variety of sources of electricity rather than in the traditional mode of 
base-load electricity production, and  

 full demonstration of the capability in a nuclear-qualified plant simulator. 
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APPENDIX A—ALMR PRISM PLANT DESCRIPTION 

The probabilistic and deterministic portions of the SCS decision-making engine are based on the control 
actions associated with an ALMR PRISM. The basis for the ALMR PRISM design used for developing 
the SCS is based on the General Electric PRISM design that is described in the initial issue of PSID 
GEFR-00793 [5]. Appendix G of the PSID provides an update to the reference design; the summary of 
the plant reference design provided below is primarily excerpted from Appendix G [6]. 

A-1 OVERALL PLANT DESCRIPTION 

The ALMR PRISM plant reference design uses nine reactor modules arranged in three identical 465 
MWe power blocks for an overall plant net electrical rating of 1,395 MWe (Fig. A-1). Each power block 
features three identical reactor modules, each with its own SG that jointly supplies power to a single 
turbine-generator. Smaller plant sizes of 465 MWe and 930 MWe can be provided by using one or two of 
the standard power blocks. 
 

 

Fig. A-1. ALMR PRISM power plant layout [ALMR PRISM PSID Appendix G]. 

The main power system flow diagram for a standard power block is shown in Fig. A-2. Each of the three 
471 MWt reactor modules has its own SG heated by secondary sodium piped from the intermediate heat 
exchangers (IHXs) in the reactor module. The three SGs supply 965 psia dry saturated steam to a single 
power block 465 MWe (net output) turbine. 
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Fig. A-2. ALMR PRISM power block piping diagram. 

A-2 REACTOR MODULE 

The reactor module consists of the reactor vessel, reactor closure, containment vessel, internal structures, 
internal components, reactor module supports, and reactor core. Each reactor module is a 425 MW(t) 
pool-type liquid metal reactor design connected to its own intermediate heat transport system (IHTS) and 
steam generator system (SGS). Steam from three SGs is piped to a single turbine/generator to form a 
power block; each reference plant contains three power blocks. 

A-3 REACTIVITY CONTROL AND SHUTDOWN 

Reactivity control for normal operations of startup, load following, and shutdown is accomplished by a 
system of six identical control rods that provide scram diversity and shutdown redundancy. The plant 
control system (PCS) actuates only one control rod at a time. 

A-4 INTERMEDIATE HEAT TRANSPORT SYSTEM 

The IHTS for each reactor module consists of piping and components required to transport the reactor 
heat from the primary system through two intermediate heat exchangers (IHXs) to a single SGS as shown 
in Fig. A-3. 
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Fig. A-3. ALMR PRISM primary and intermediate heat transport systems. 

The ALMR PRISM IHX design consists of upper and lower tubesheets separated by straight tubes with a 
central downcomer for incoming intermediate sodium and a riser for outgoing intermediate sodium, as 
shown in Fig. A-4. Each IHX is rated at 212.5 MWt, for a total rating of 425 MWt for each module. 
Primary sodium flows downward through the IHX on the shell side, while the intermediate sodium flows 
upward inside tubes. Hot leg sodium exits the two IHXs from separate 50 cm pipes and is merged at a tee 
within the pipe tunnel into a 75 cm pipe leading to the SG. 
 

 

Fig. A-4. ALMR PRISM IHX. 
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The IHTS is a closed loop system. Intermediate sodium is circulated through the tube side of the IHX and 
the shell side of the SG. Safety grade isolation valves are provided in each of the 50 cm IHTS pipes 
immediately outboard of the containment dome. These valves can be closed to isolate the IHXs from the 
SGS in the unlikely event of a sodium-water reaction in the SG and to complete the closure of the 
containment boundary. 
 
The arrangement and relative elevation of the IHTS piping and components are designed to promote 
natural circulation for decay heat removal. The initial natural circulation rate following shutdown from 
normal full power operating conditions is 9% of normal flow. 
 
Sodium enters the SG at 444 °C and exits at 282 °C. Sodium flow in the IHTS is provided by a 
centrifugal pump located in the cold leg. An auxiliary pony motor provides 10% flow for decay heat 
removal during low power or standby conditions. The relative elevations of the reactor module and the 
SG ensure that during shutdown conditions, the IHTS sodium will naturally circulate at a flow rate 
sufficient to remove decay heat from the reactor. 

A-5 STEAM GENERATOR SYSTEM 

The SG is a vertically oriented helical coil sodium-to-water counterflow shell-and-tube exchanger. The 
SGS is comprised of the SG, steam drum, recirculation pump, leak detection subsystem, and water dump 
subsystem. There is one SGS for each reactor module. Three SGs are headered together to feed a single 
turbine-generator system in each power block (Fig. A-5). 
 
The steam generator subsystem obtains feedwater from the feedwater system. Feedwater enters the steam 
drum where it is mixed to subcool the saturated water from the steam generator. The subcooled water is 
then circulated by the recirculation pump from the drum back to the steam generator inlet nozzle. In the 
steam generator tubes, the subcooled water is heated and partially vaporized by the sodium flowing 
counter-current on the shell side. The saturated water and steam exiting from the steam generator tubes 
then flow to the drum where separators inside the drum separate the water and steam. A small percentage 
of the saturated water is then drained from the drum into the blowdown flash tank for water chemistry 
control and returned to the feedwater and condensate system. The saturated steam then flows through 
dryers inside the drum to the turbine. 
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Fig. A-5. System diagram of an ALMR PRISM power block. 
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A-6 POWER CONVERSION SYSTEM 

Near-saturated steam is supplied from three SGs to the turbine high-pressure section through a common 
header (Fig. A-6). The steam exhausted from the high-pressure turbines is directed to the two low-
pressure turbines via moisture separators and single-state reheaters. Steam from the low-pressure turbines 
is then exhausted to a condenser. Condensate from the condenser is piped to a manifold and pumped by 
three 33% capacity condensate pumps to a series of FW heaters. The condensate flows through two 50% 
capacity low-pressure FW heater trains consisting of four heaters per train. Then the condensate is 
discharged to a deaerator from which FW is pumped by three 33% capacity FW booster pumps in series 
with three 33% capacity FW pumps. After passing through a single high-pressure FW heater, the FW is 
then discharged to the three SG drums. Feedwater from each SG drum is recirculated by a 100% capacity 
pump through the associated SG. Steam from the three drums is piped to a manifold and used to supply 
the turbines. 
 

 

Fig. A-6. ALMR PRISM power conversion system flow diagram. 

 
The turbine-generator for each power block is a 1,800 rpm tandem compound four-flow unit with rated 
inlet steam conditions of 965 psia, 540 °F, and exhausting to two twin-shell surface condensers at 2.0 
inches Hga while extracting steam for six stages of feedwater heating. The turbine is provided with 
moisture separator reheaters, each with one stage of reheat.
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APPENDIX B–FAILURE MODES AND RELIABILITY DATA FOR PRISM BOP 

B-1  INTRODUCTION 

David Grabaskas and Acacia J. Brunett of the Nuclear Engineering Division at Argonne National 
Laboratory compiled the reliability data used in the control system models.  
 
This appendix provides detailed reliability information for the BOP components listed in Table 6.1 in the 
main document. Each subsection contains an overview of the PRISM BOP component design, followed 
by a brief review of possible failures modes (or subcomponents/systems), and finally, a review of 
applicable reliability data. Data was collected for the types of components listed in Table B-1. 
 

Table B-1. BOP components 

Section Component 
2.1 Turbines 
2.2 Reheaters 
2.3 Generators 
2.4 Condensers  
2.5 Pumps 
2.6 Deaerators 
2.7 Valves 

B.2  BALANCE OF PLANT RELIABILITY DATA 

 
As a preface to the detailed component reliability data, Table B-2 contains an informative overview of 
initiating plant events at both BWRs and PWRs from 1987-1995 (U.S. Nuclear Regulatory Commission). 
As the table shows, initial faults that were clearly related to BOP components and system were 
responsible for over 50% of both BWR and PWR IEs, with turbine trips being the largest contributor for 
both plant designs. Obviously, the reliability of the BOP and its subsystems and components will be a 
major factor for any new reactor design.   
 

Table B-2. LWR IE Cause (1987–1995)  
(U.S. Nuclear Regulatory Commission) 

System-category 
Initial plant fault % of total 

BWR PWR BWR PWR 
Loss of offsite power 4 13 0.607 0.980 
Loss of vital bus 7 3 1.060 0.226 
Loss of instrument air 13 13 1.976 0.980 
Fire 10 21 1.520 1.583 
Inadequate closure of MSIV 16 5 2.432 0.377 
Loss of condenser vacuum 27 13 4.103 0.980 
Total loss of feedwater flow 24 62 3.647 4.672 
Loss of non-safety bus 5 20 0.760 1.507 
Loss of AC I&C bus 12 19 1.824 1.432 
Loss of non-safety CW 16 34 2.432 2.562 
Partial MSIV closure 11 36 1.672 2.713 
Partial loss of feedwater flow 45 240 6.839 18.086 
Partial loss of condensate flow 13 22 1.976 1.658 
Excessive feedwater 49 61 7.447 4.597 
RPS trips 0 40 0.000 3.014 
Reactivity imbalance 6 88 0.912 6.631 
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Turbine trips 173 284 26.292 21.402 
Manual reactor trips 55 48 8.359 3.617 
Other trips 154 222 23.404 16.729 
Spurious SSAs 14 22 2.128 1.658 
All 658 1,327 100% 100% 
All BOP 358 723 54.41% 54.49% 

B-2.1 TURBINES 
 
The reference ALMR PRISM BOP main turbine is an 1,800 rpm tandem compound four-flow reheat 
machine with 38 in. last stage blades. The turbine consists of one single-flow HP cylinder and two double 
flow LP cylinder casings (General Electric, 1987). The steam entering the turbine is 282 °C at 6.5MPa. 
 
Although ALMR PRISM is an NPP, there are differences in the BOP design when compared to 
conventional LWRs. A comparison was made of the turbine characteristics of LWR turbines and fossil 
plant turbines, which can be seen in Table B-3, to determine which data was more applicable for PRISM. 
As the table shows, the PRISM turbine is closer to an LWR nuclear turbine than a common fossil plant 
turbine. Therefore, the decision was made to focus on LWR nuclear turbine data, although fossil plant 
data are also provided for comparison. 
 

Table B-3. Fossil and nuclear turbine comparison1 

LWR nuclear turbine data Fossil turbine data 
Half-speed (1,800 rpm) Full-speed (3,600-rpm) 
Low temperature steam (<300 °C) High temperature steam (>300 °C) 
Steam chemistry Steam chemistry 
Base load Cycling/load-following/peaking  
Nuclear quality assurance Fossil quality assurance 

1Bold items indicate PRISM turbine characteristics 

 

B-2.1.1 Failure modes 
 
The failure modes of the turbine can most easily be categorized on the component level. Table B-4 
provides a list of the main turbine components as categorized by EPRI (Electric Power Research Institute, 
2004). As seen in the following subsection, no particular component failure dominates events at LWR 
turbines in the United States Instead, turbine failures are seen related to components in almost all 
categories.  
 

Table B-4. Main turbine components (Electric Power Research Institute, 2004) 

Category Component Description 
1 Pressure boundaries HP/LP inner and outer casing 
2 Interconnecting and crossover piping Steam supply lines 
3 Nozzles Steam inlet nozzles 
4 HP rotor  Drum and rotor 
5 LP rotor Drum and rotor 
6 Packing and seals Interstage packing, end seals, oil seals 
7 Couplings and bearings Bolts, shells, journals, pads 
8 Front standard assemblies and 

instrumentation 
Main oil pump, speed sensor, trip systems, quill 
shaft, PMG 

9 Condition monitoring and data Monitoring equipment and data feed 
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B-2.1.2   Reliability Data 
 
EPRI collected nuclear turbine event data for a 17-year period ranging from 1982–1998 (Electric Power 
Research Institute, 2004). Included in the data are 104 nuclear turbine units. Over the 17 years, 384 events 
were reported. These events were broken down into three main categories: component-specific events 
(relating to the components described in Table 2.3), other steam turbine problems, and major turbine 
overhauls. As shown in Table B-5, other problems accounted for a significant amount of the total events. 
 

Table B-5. Main turbine events (1982–1998)  
(Electric Power Research Institute, 2004) 

Category Description 
Total 
events 

0 Other steam turbine problems 109 
1–9 Component specific problems 241 
10 Major turbine overhaul  >720 hrs 34 

Overall  384 
 
Table B-6 contains detailed failure data for the different categories. Category 0 (“other” turbine problems) 
has been split into two subcategories. A closer examination of the data indicated that four particular 
turbine units account for the majority of the “other” events. Therefore, these events were separated from 
the rest. As can be seen, the “other” category and major turbine overhauls were the most frequent causes 
of turbine downtime. Of the component specific events, condition monitoring issues present the highest 
failure frequency and mean time between failures (MTBFs). 
 

Table B-6. Main turbine reliability data (Electric Power Research Institute, 2004) 

Category Description 
Total 
units 

Failure rate 

(/yr) 
MTBF 

(unit-yrs) 
0a Other (without 4 units) 19 0.17 5.88 
0b Other (with 4 units) 4 0.82 1.22 
1 Pressure boundaries 9 0.08 12.50 
2 Interconnecting piping 22 0.08 12.50 
3 Nozzle boxes - 0.00 - 
4 HP rotor sections 16 0.09 11.11 
5 LP rotor sections 15 0.07 14.29 
6 Interstage packing, glands, and seals 9 0.08 12.50 
7 Bearings and couplings 19 0.07 14.29 
8 Front stand instrumentation 23 0.08 12.50 
9 Condition monitoring issues 53 0.11 9.09 

10 Major turbine overhaul  >720 hrs 11 0.22 4.55 
Overall CS Overall component specific (1–9)  0.14 7.14 

Overall total Overall (0-10)  0.22 4.55 
 
The EPRI study contains specific information regarding the type of LWR and the length of the last-stage 
blade (LSB). The PRISM turbine conditions are most similar to that of a 38 in. LSB PWR turbine. As 
Table B-7 shows, events were less frequent at 38 in. PWR plants than 38 in. BWR plants. 
 

Table B-7: 38 in. LSB turbine data (Electric Power Research Institute, 2004) 

LWR type Events Per Unit 
Failure rate 

 (/yr) 
MTBF  

(unit-years) 
BWR 57 4.4 0.258 3.88 
PWR 27 2.7 0.159 6.29 
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As a final note, a 1981 coal plant study found an MTBF of the steam turbine of 0.62 unit-years (Electric 
Power Research Institute, 1981), which is approximately an order of magnitude higher than the findings 
from the nuclear industry presented above. 

B-2.2 REHEATERS 

 
The reference PRISM BOP design uses heaters at various stages throughout the steam cycle. A single-
stage moisture separator reheater (MSR) is used to reheat the high-pressure turbine exhaust steam prior to 
injection into the low-pressure turbines. The MSR provides a 25 °F terminal temperature difference at 
85% efficiency (General Electric, 1987). Low-pressure and high-pressure feedwater heaters (FWHs) are 
included in the BOP to heat feedwater before and after deaeration. Design and configuration details on the 
FWHs are not provided in the 1987 GE study (General Electric, 1987), so a single-stage reheater is 
assumed for this work. 
 
B-2.2.1 Failure Modes 
 
Failure of the feedwater heater is typically characterized by failures in specific subcomponents. Because a 
FWH is essentially a shell-and-tube heat exchanger, both systems share many of the same 
subcomponents. Those components typically considered in FWH reliability analyses are shown in 
Table B-8. As will be shown in the following subsection, tube failures typically dominate FWH 
unreliability. 
 

Table B-8. Feedwater heater subcomponents  
(Electric Power Research Institute, 2003)  

Component 
Tubes/coils 
Tube sheets 
Shell/nozzles/internals 
Baffle plates 
Divider plates 
Fasteners 
Waterbox/channel head 

B-2.2.2 Reliability Data 
 
Data on feedwater heater component performance re available for both the nuclear and fossil industries. 
In both industries, components typically involved with FWH failure include tubes, welds, nozzles, joints, 
and shells. The Nuclear Plant Reliability Data System (NPRDS), the predecessor to the Equipment 
Performance and Information Exchange (EPIX) database (Electric Power Research Institute, 2003), was 
used to derive nuclear-specific data spanning late 1976 to late 1996. These data, shown in Table B-9, 
indicate that tube leakage/thinning and leaks in the manway or flange have the largest contribution to 
feedwater heater failure. Note the proportion of failures in low-pressure versus high-pressure FWH is not 
distinguished in the NPRDS data. It should also be noted that the failure data in Table B-9 produce a sum 
greater than unity, as FWHs typically experienced more than one failed component. 
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Table B-9. NPRDS feedwater heater component reliability data  
(Electric Power Research Institute, 2003) 

Metric Overall percentage 
Failure mode  

Tube leak/thinning 60.2% 
Manway/flange leak 24.3% 
Shell leak 3.9% 
Nozzle leak 2.3% 
Plug leak 6.4% 
Internals damage 5.8% 

LP/HP 632/292 
Time span 14 years 

 
Nuclear industry derived FWH failure rates shown in Table B-10 are on the same order of magnitude 
except for the INPO NPRDS data. The NPRDS estimate is an order of magnitude higher as it tabulates 
events and minor failures that do not necessarily impact operation. Use of the NPRDS/EPIX failure rate is 
recommended, as it is most representative of typical FWH failures and spans several decades of operating 
experience.  
 

Table B-10. Feedwater heater failure rates  
(Electric Power Research Institute, 2003) 

Source 
No. of  
failures 

Time span 
Failure 
rate 
(/yr) 

MTBF 
(unit-
years) 

Comments 

NPRDS/EPIX
1 

171 1976–2002 0.0632 15.82 Representative of typical FWH failures. 

INPO plant 
Events 

47 1991–2003 0.0377 26.52 Representative of operating experience data 

INPO LER 
Database 

23 1984–2003 0.0111 90.09 Only representative of events warranting a 
licensee event report (LER). 

INPO EPIX 
Review 

20 1997–2003 0.0433 23.09 EPIX failure data directed toward the 
maintenance rule; FWH failures not typically 
reported as FWH are not safety related 

INPO NPRDS 
Review 

839 1983–1996 0.631 1.58 Most comprehensive data; all typical failure 
modes included, but includes minor failures 
that do not impact operation; failure rate too 
high to represent generic industry failure rate 

1EPRI report 1003470 

 
FWH failure data from the fossil industry are shown in Tables B-11 and B-12. Low- and high-pressure 
specific data are provided in Tables B-11 and B-12, respectively. The fossil plant data indicate that tube-
related failures are the dominant failure mechanism in both coal and gasification-combined-cycle (GCC) 
plants, as with the nuclear FWHs. 
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Table B-11. Fossil plant low pressure heater component reliability data  
(Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) 

 % of total 
Description GCC Coal 

Tube failures    
Pluggable 20% 94% 
Replaceable  20% - 
Retubing  5% - 
Cleaning 50% - 

Other failures   
Weld failure 1.5% - 
Expansion joint failure 1.0% 1.0% 
Channel partition failure 0.5% 2.0% 
Vibration failure 2.0 3.0% 

Total MTBF (unit-years) 10 10 
 

Table B-12. Coal-fired plant high pressure heater component reliability data  
(Electric Power Research Institute, 1981) 

Description % of total 
Tube failures   

Damaged 95% 
Replaceable  2% 

Other failures  
Channel partition failure 1% 
Shell side Vibrations 2% 

Total MTBF (unit-years) 3 
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B-2.3 GENERATOR 

 
The reference PRISM BOP generator is a 454 MWe (gross) generator rated at 528 MVA at 0.31MPa 
(45 psig) hydrogen pressure, with a 0.90 power factor exhausting at 2.5 in. of mercury absolute pressure 
(General Electric, 1987). The generator has a liquid cooled stator and a hydrogen cooled rotor. As with 
the steam turbine, the generator operates at half speed (1,800 rpm). 
 
B-2.3.1 Failure Modes 
 
The main generator has many components and subcomponents, but it also has several supporting systems. 
The information presented here focuses on the reliability and failure of the generator components. 
However, availability of the hydrogen supply, cooling water, and seal oil should also be considered, but 
they can be accounted for separately. Table B-13 provides a list of the generator components, which is 
used to categorize the reliability data.  
 

Table B-13. Generator components 
(Electric Power Research Institute, 2003) 

Category Component 
1 Stator winding 
2 Stator core 
3 Rotor winding  
4 Rotor forging, fans, and RRs 
5 Hydrogen coolers 
6 Hydrogen seals 
7 Bearings 
8 Exciter 
9 Voltage regulator 

10 Terminals, bushings 
11 Brush gear 

B-2.3.2 Reliability Data 
 
Information on generator performance from 1990–2001 is available from NPRDS and EPIX (Electric 
Power Research Institute, 2003). The data are shown in Table B-14, showing 115 generator events over 
the twelve-year period. As can be seen, the total MTBF of 10.8 years is much longer than that of the 
steam turbine, which was 4.55 years. Also, the exciter has the highest failure rate of any of the generator 
components, accounting for over 28% of generator failures. The voltage regulatory is second, accounting 
for over 10% of failures. The failure rate of 0.092 per year is lower than what has been reported 
internationally, with 0.38 failures per year in Canada, and 0.14 failures per year in Europe (Electric Power 
Research Institute, 2003).  
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Table B-14. Generator reliability data (Electric Power Research Institute, 2003) 

Category Description Total events 
Failure rate 

(/yr) 
% of total 

MTBF 
(unit-years) 

1 Stator winding 20 0.0160 17.4% 62.50 
2 Stator core 0 - - - 
3 Rotor winding  7 0.0056 6.1% 178.57 
4 Rotor forging, fans, and RRs 5 0.0040 4.3% 250.00 
5 Hydrogen coolers 3 0.0024 2.6% 416.67 
6 Hydrogen seals 5 0.0040 4.3% 250.00 
7 Bearings 9 0.0072 7.8% 138.89 
8 Exciter 33 0.0264 28.7% 37.88 
9 Voltage regulator 12 0.0096 10.4% 104.17 

10 Terminals, bushings 4 0.0032 3.5% 312.50 
11 Brush gear 7 0.0056 6.1% 178.57 
12 CT, PT 10 0.0080 8.7% 125.00 

Overall total  115 0.0920  10.87 
 
Table B-15 contains a detailed breakdown of the failure causes for each of the component categories. 
Aging and maintenance were the biggest factors in component failures, followed by leakages, vibration, 
and improper set point calibration. These causes were also main factors in the failure of the exciter (which 
had the highest number of total failures).  
 

Table B-15. Generator reliability data (Electric Power Research Institute, 2003) 

Category Aging 
Design/ 

fabrication 
Human 
error 

Foreign 
object 

Set point 
calibration 

Vibration 
Coolant leak, 

gas leak 
Maintenance Total 

1 3 2 1 1 3 3 7 0 20 
2          
3 2 1  1  1 2  7 
4    1  1 2 1 5 
5     1  2  3 
6     1  1 3 5 
7 2     2  5 9 
8 7  1 2 7 3 4 9 33 
9 7 1  1 3    12 

10      1 3  4 
11 1 1 1   2  2 7 
12 1 1 1   4  3 10 
Total 23 6 4 6 15 17 21 23 115 

 
Data are also available regarding the performance of different size generators. This is important, as the 
PRISM generator is smaller (454 MWe) than most generators used at current LWR plants. Table B-16 
contains the forced outage rate for LWR generators of different sizes. The forced outage rate is the 
percentage of the service time that the plant was unavailable due to the failure of the component. Forced 
outage rate is not directly comparable to failure rate, as it takes into account the downtime following 
component failure, but it is informative of the performance of general types of generators. As Table B-16 
shows, in general smaller generators have a lower forced outage rate than larger generators. This is 
especially true for PWR systems, which more closely resemble the PRISM BOP than BWRs.  
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Table B-16. Generator forced outage rate by size  
(Electric Power Research Institute, 2003) 

Type Forced outage rate1 

PWR  
400–799 MW 0.04% 
800–1,000 MW 0.37% 
1,000 MW+ 1.11% 

BWR  
400–799 MW 0.45% 
800–1000 MW 0.73% 
1,000 MW+ 0.42% 

CANDU  
500–900 MW 1.03% 
1 Percentage of service time unavailable 

 
As a final point of comparison, Table B-17 presents generator reliability data from fossil (coal and gas) 
plants from 1981 and 1982 studies (Electric Power Research Institute, 1981; Electric Power Research 
Institute, 1982). The MTBF is approximately one order of magnitude lower than nuclear generators. 
However, the distribution of components failures is similar, with the exciter having the highest percentage 
of failures, followed by the voltage regulator and generator controls. 
 
Table B-18 presents the forced outage rate for fossil generators by size. Unlike nuclear plants, there does 
not appear to be an increase in forced outage rate with larger generators until the generators are over 
1,000 MW.  
 

Table B-17. Fossil plant generator reliability data  
(Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) 

Description % of total 
Miscellaneous  27.7% 
Lube oil system/bearings 3.69% 
H2 cooling system  7.39% 
Stator winding/bushings 9.23% 
State core iron 0.27% 
Rotor windings 1.85% 
Rotor collector rings 1.85% 
Brush rigging 1.85% 
Generator main leads 3.69% 
Exciter 20.32% 
Voltage regulator 11.08% 
Generator control 11.08% 
Total MTBF (unit-years) 1.8 

 
 

Table B-18. Fossil generator forced outage rate by size  
(Electric Power Research Institute, 2003) 

Type Forced outage rate1 

400–599 MW 1.40% 
600–799 MW 1.30% 
800–999 MW 1.15% 
1,000 MW + 3.46% 

1 Percentage of service time unavailable 
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B-2.4 CONDENSER 

 
The reference PRISM BOP contains one single-pressure longitudinal double-pass condenser, which can 
accommodate a steam flow of 3.1 × 106 lbs/hr and a heat load of 880 MW (3.0 × 109 Btu/hr). Cooling 
water flow to the condenser is approximately 250,000 gpm with a storage capacity equal to about two 
minutes of condensate flow (General Electric, 1987). The condenser also uses two steam jet air ejectors to 
remove air and non-condensable gases and to maintain a vacuum of 2.5 in. of mercury (absolute).  
 
B-2.4.1 Failure Modes 
 
In general, the condenser has three main failures modes, as shown in Table B-19. As illustrated in the 
following subsection, the first failure mode—tube failure—is the most common. Air ingress into the 
condenser can result in loss of vacuum, and instrument and control failures are also common condenser 
failure modes. 
 

Table B-19. Condenser failure modes  

Category Component Description 
1 Tube failure Failure of condenser tubes (due to corrosion, vibration, etc.) results in 

contamination between the two flow pathways 
2 Loss of vacuum Component leakage from the environment results in air ingress and loss of 

vacuum 
3 Instruments and controls Failure of instruments or condenser controls to properly regulate condenser 

 
B-2.4.2 Reliability Data 
 
The loss of the condenser is usually treated as an IE in nuclear databases. The NRC has published several 
reports documenting the frequency of the loss of condenser events. Table B-20 summarizes two NRC 
studies, one documenting 1987–1995 (U.S. Nuclear Regulatory Commission), and one for 1996– 2010 
(U.S. Nuclear Regulatory Commission, 2012). As can be seen, the failure rate of PWR condensers, which 
may be more similar to the ALMR PRISM design than BWRs, is less than half that of BWR condensers. 
 

Table B-20. Condenser IE frequency  
(U.S. Nuclear Regulatory Commission; U.S. Nuclear Regulatory Commission, 2012) 

Type 
Mean frequency (/year) 

1987–1995 1996–2010 
PWR – Loss of condenser heat sink 0.12 0.059 

Inadvertent closure of all MSIVs 0.038  
Loss of condenser vacuum 0.069  

BWR – Loss of condenser heat sink 0.29 0.139 
Inadvertent closure of all MSIVs 0.17  
Loss of condenser vacuum 0.20  

Turbine bypass unavailable 0.004  
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As a point of comparison, Table B-21 provides the failure rate for condensers in French nuclear and fossil 
plants. As the data show, NPP condenser reliability is far greater than that at fossil plants, and the French 
PWR data is in line with US PWR data. 
 

Table B-21. French condenser failure rate  
(Electric Power Research Institute, 2003) 

Type 
Failure rate1 

(/yr) 

PWR 900 MW 0.18 
PWR 1,300 MW 0.16 
Fossil 250 MW 0.40 
Fossil 125 MW 0.25 

        1 Assuming 8,760 operational hours in one year 

 
 
Table B-22 provides details on US nuclear condenser failures. The majority of failures occur due to issues 
with the condenser tubes. This is followed by expansion joint issues, which can result in a loss of vacuum. 
Other loss of vacuum failures, such as failures of the condenser shell and hotwell, also rank high. 
 

Table B-22. Nuclear condenser failure data  
(Electric Power Research Institute, 2003) 

Description 
Number of 

failures 
Condenser internal components 6 
Condenser shell and hotwell 11 
Expansion joints – condenser neck 20 
Expansion joints – extraction steam 7 
Hotwell 1 
Instrumentation and controls 3 
Tubes 60 
Tubesheet 2 
Waterbox 13 

 
 
Lastly, US fossil (coal and gas) plant condenser data are shown in Table B-23. The MTBF is close to that 
seen at French fossil plants (the failure rates shown in Table B-21 would translate to a MTBF of 1.58 and 
4.00 unit-years). Like nuclear condensers, tube issues are the largest cause of condenser failures. 
 

Table B-23. Fossil plant condenser failure data  
(Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) 

Description % of total 
Tube failures   

Pluggable 75% 
Replacable  1% 
Retubing of condenser  0.1% 

Other Failures  
Expansion joints 5% 
Air inleakage, loss of vacuum 12% 
Condenser controls 6.9% 

Total MTBF (unit-years) 2.0 
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B-2.5  PUMPS 
 
Two different pumps are included in the reference PRISM BOP design: condensate pumps and 
recirculation pumps in the steam generator recirculation loop. Design details and operating metrics for 
these pumps are not specified in the 1987 GE report (General Electric, 1987), so a conventional motor-
driven centrifugal pump is assumed. In this case, the component boundary of the motor-driven pump 
(MDP) is considered to include the pump, motor, local circuit breaker, local lubrication or cooling 
system, and local I&C circuitry. 
 
B-2.5.1 Failure Modes 
 
Failure modes for the MDP can generally be classified as either a failure to start, a failure to run for a 
specified period of time, or an external leak. The various failure modes of the MDP are shown in 
Table B-24; note that the failure modes have been grouped into three categories based on the operating 
mode of the pump. For the reference recirculation pump, it is expected that only data pertaining to the 
failure mode “failure to run” FTR > 1H are relevant to this work, as the PRISM recirculation pumps are 
in continuous use. 
 

Table B-24. Motor-driven pump failure modes  
(U.S. Nuclear Regulatory Commission, 2007) 

Group 
Failure 
mode Units Description 

Standby FTS - Failure to start 
FTR ≤ 1H h-1 Failure to run for 1 h 
FTR > 
1H 

h-1 Failure to run beyond 1 h 

Running/ 
alternating 

FTS - Failure to start 
FTR h-1 Fail to run 

All ELS h-1 External leak small 
ELL h-1 External leak large 

 
B-2.5.1 Reliability Data 
 
Global reliability data for motor-driven pumps shown in Table B-25were derived from the 2010 
component reliability data sheets developed in support of the NRC’s 2007 document (U.S. Nuclear 
Regulatory Commission, 2007). The MDP reliability data in the data sheets were collected from the EPIX 
database, which spans 1998–2010. While all failure modes available for the MDP have been reproduced 
in Table B-25, it is assumed that only reliability data pertaining to the failure mode FTR > 1H are relevant 
to the PRISM recirculation pumps. 
 
In addition to the global MDP reliability data available in the 2007 NRC document (U.S. Nuclear 
Regulatory Commission, 2007), condensate pump component reliability data derived from the fossil 
industry (Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) are compiled 
in Table B-26. These data indicate that failures in the bearing and impeller/bowl dominate component 
unreliability, followed by cavitation/erosion and coupling failures. Pump motor and shaft failures have a 
relatively negligible contribution. 
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Table B-25. Motor-driven pump reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Group 
Failure 
mode Events 

Demands 
or hours 

Mean failure 
probability or rate 

Standby FTS 315 363,935 9.47E-04 
FTR ≤ 1H 38 326,023 h 1.23E-04 
FTR > 1H 110 1,4219,837 h 1.04E-05 

Running/ 
Alternatin
g 

FTS 150 114,473 1.36E-03 

FTR 149 4,585,363 h 3.53E-06 

All ELS 93 258,455,367 h 3.42E-07 
ELL   2.40E-08 

 
 

Table B-26. Fossil plant condensate pump component failure data  
(Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) 

Description % of total 
Pump motor 1% 
Bearing failure 30% 
Coupling failure 15% 
Impeller/bowl failure 30% 
Cavitation/erosion 20% 
Shaft failure 4% 
Total MTBF (unit-years) 5.0 
  

 

B-2.6  DEAERATOR 

The reference PRISM BOP design uses a deaerator prior to high-pressure feedwater heating. Detailed 
design information or deaerator configuration are not available in the GE 1987 document (General 
Electric, 1987), sjo a typical tray-type deaerator configuration is assumed. 
 
B-2.6.1 Failure Modes 
 
As indicated in Table B-27, deaerator failure can be attributed to failure in three key components. Spray 
nozzles, which introduce boiler feedwater to the perforated trays, can plug or degrade, requiring 
replacement. The perforated trays, which enhance the steam deaeration process, can become dislodged 
during a full cycle discharge, possibly resulting in mechanical degradation. Lastly, the liner shell may fail 
locally or catastrophically as the result of mechanical shock or fatigue, requiring repair or replacement. 
 

Table B-27. Deaerator failure modes  
(Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) 

Component Description 
Spray nozzles Clogging and degradation of nozzles prevents addition of boiler 

feedwater to the system. 
Trays Chemical and mechanical degradation of the trays, possibly due to full 

load rejection, prevents passage of boiler feedwater and deaeration 
steam. 

Shell Shell degradation results in coolant bypass of deaerator barrier. 
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B-2.6.2 Reliability Data 
 
Reliability data on key deaerator failure modes, shown in Table B-28, were derived from EPRI-compiled 
reports on coal-fired and GCC component reliability (Electric Power Research Institute, 1981; Electric 
Power Research Institute, 1982). No nuclear specific data on deaerators could be located. While the 
fractional distribution of component failures is identical between coal-fired and GCC plants, the MTBF 
varied for each fossil plant. Variance in the MTBF for each plant cannot be attributed to any specific 
cause, as additional design or surveillance/maintenance information was not provided in the EPRI reports 
from 1981 and 1982 (Electric Power Research Institute, 1981; Electric Power Research Institute, 1982). 
 
 

Table B-28. Fossil plant deaerator failure data  
(Electric Power Research Institute, 1981; Electric Power Research Institute, 1982) 

 % of total 
Description GCC Coal 
Spray nozzles 49% 49% 
Trays 49% 49% 
Leaks 2% 2% 

Total MTBF (unit-years) 8.2 5 

 

B-2.7  VALVES 

The reference PRISM BOP contains a variety of valves in various subsystems. A brief review of the BOP 
systems description from The GE 1987 report (General Electric, 1987) indicates the use of six different 
unique valve types; the valve type and system or component that uses the valve is summarized in 
Table B-29. This list of valves is not intended to be fully inclusive and is instead used to narrow the scope 
of valve failure data included in this study. Note that some assumptions regarding the valve actuation will 
be required, as the 1987 GE report (General Electric, 1987) does not provide sufficient design information 
for the valves used in some systems. For example, while the PSID does reference relief valves in several 
systems, it does not indicate if they air- or hydraulic-actuated. 
 

Table B-29. Valve Types in reference PRISM BOP  
(General Electric, 1987) 

Valve type System 
Motor-operated Feedwater heater 

Extraction steam system 
Bypass Main steam dump system 
Isolation Main steam system 

Auxiliary steam system 
Check HP turbine 

Main steam system 
Relief* Main steam system 

Auxiliary steam system 
Feedwater system 
Condensate system 

Trip* Extraction steam system 
*Valve actuation description not provided 

 
The remainder of this section describes conventional valve failure modes and provides valve reliability 
data for a selected subset of valves. Section 2.7.1 lists the valve failure modes of interest. The latter 
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subsections include the reliability data for valves explicitly referenced in the PRISM PSID or those types 
that are typically used in BOP systems. 

B-2.7.1 Failure Modes 
 
Valves experience a variety of failure modes as indicated by the failure modes listed in Table B-30. Each 
valve type is not subject to all failure modes as the failure modes that may occur are functions of the valve 
configuration and operating mechanisms.  
 

Table B-30. Valve failure modes  
(U.S. Nuclear Regulatory Commission, 2007) 

Failure mode Units Description 
FTO/C - Failure to open or failure to close 
SOP h-1 Spurious operation 
ELS h-1 External leak small 
ELL h-1 External leak large 
ILS h-1 Internal leak small 
ILL h-1 Internal leak large 
FC h-1 Fail to control 

 

B-2.7.2 Air-Operated Valve (AOV) 
 
The air-operated valve (AOV) reliability data, shown in Table B-31, were derived from the 2010 
component reliability data sheets supporting the 2007 NRC document (U.S. Nuclear Regulatory 
Commission, 2007). The AOV reliability data contained in the data sheets were collected from the EPIX 
database (1998–2010) using RADS. The component boundary of the AOV is considered to include the 
valve, the valve operator (including associated solenoid valves), the local circuit breaker, and local I&C 
circuitry. 
 

Table B-31. Air-operated valve reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Failur
e 
mode Events 

Demands 
or hours 

Mean failure 
probability or 

rate2 
FTO 73 173,117 - 
FTC 63 173,117 - 
FTO/C 146 173,117 9.51E-04 
FC1 266 1,171,601,352 h 2.49E-07 
SOP1 140 1,171,601,352 h 1.31E-07 
ILS1 113 1,171,601,352 h 9.69E-08 
ELS1 64 1,171,601,352 h 5.51E-08 
1Reactor-year hours 
2Mean values for FTO and FTC not reported 
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B-2.7.3 Motor-Operated Valve (MOV). 
 
The motor-operated valve (MOV) reliability data shown in Table B-32 were derived from the 2010 
component reliability data sheets supporting (U.S. Nuclear Regulatory Commission, 2007). The MOV 
data contained in the Data Sheets were collected from the EPIX database (1998-2010) using RADS. The 
component boundary of the MOV is considered to include the valve, the valve operator, local circuit 
breaker, and local I&C circuitry. 
 

Table B-32 Motor-operated reliability data 
(U.S. Nuclear Regulatory Commission, 2007) 

Failure 
mode Events 

Demands 
or hours 

Mean failure 
probability or 

rate2 
FTO 248 602,223 - 
FTC 221 602,223 - 
FTO/C 532 602,223 9.63E-04 
FC1 105 1,571,522,275 h 6.62E-08 
SOP1 52 1,571,522,275 h 3.39E-08 
ILS1 145 1,571,522,275 h 1.01E-07 
ELS1 51 1,571,522,275 h 3.28E-08 
1Reactor-year hours 
2Mean values for FTO and FTC not reported 

 

B-2.7.4 Hydraulic-Operated Valve (HOV) 
 
The hydraulic-operated valve (HOV) data shown in Table B-33 were derived from the 2010 component 
reliability data sheets developed in support of the NRC 2007 report (U.S. Nuclear Regulatory 
Commission, 2007). The HOV reliability data contained in the data sheets were collected from the EPIX 
database (1998–2010) using RADS. The component boundary of the HOV is considered to include the 
valve, the valve operator, and local I&C circuitry. 
 

Table B-33. Hydraulic-operated valve reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Failure 
mode Events 

Demands 
or hours 

Mean failure 
probability or rate 

FTO/C 24 20,476 1.20E-03 
FC1 42 87,527,799 h 4.86E-07 
SOP1 17 87,527,799 h 2.00E-07 
ILS1 2 87,527,799 h 2.86E-08 
ELS1 19 87,527,799 h 2.23E-07 
1Reactor-year hours 

B-2.7.5 Turbine Bypass Valve (TBV) 
 
The turbine bypass valve (TBV) data shown in Table B-34 were derived from the 2010 component 
reliability data sheets developed in support of (U.S. Nuclear Regulatory Commission, 2007). The TBV 
reliability data contained in the data sheets were collected from the EPIX database (1998–2010) using 
RADS. The component boundary of the TBV is considered to include the valve, the valve operator 
(including associated solenoid valves), local circuit breaker, and local I&C circuitry. 
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Table B-34. Turbine bypass valve reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Failure 
mode Events 

Demands 
or hours 

Mean failure 
probability or rate 

FTO 8 2,023 4.20E-03 
FTC 0 2,023 2.47E-04 
FTO/C 10 2,023 5.19E-03 
FC1 18 17,548,608 h 1.05E-06 
1Reactor-year hours 

 

B-2.7.6 Main Steam Isolation Valve (MSV) 
 
The main steam isolation valve data (MSV) shown in Table B-35 were derived from the 2010 component 
reliability data sheets developed in support of the 2007 NRC publication (U.S. Nuclear Regulatory 
Commission, 2007). The MSV reliability data contained in the data sheets were collected from the EPIX 
database (1998–2010) using RADS. The component boundary of the MSV is considered to include the 
valve, the valve operator, local circuit breaker, and local I&C circuitry. 
 

Table B-35. Main steam isolation valve reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Failure 
mode Events2 

Demands 
or hours2 

Mean failure 
probability or 

rate 
FTO/C 23 30,182 7.79E-04 

SOP1 21 
55,836,292 

h 
3.85E-07 

ILS1 84 
55,836,292 

h 
1.51E-06 

ELS1 7 
55,836,292 

h 
1.34E-07 

ILL - - 3.02E-08 
ELL - - 9.38E-09 
1Reactor-year hours 
2Events/hours data for ILL and ELL not reported 

B-2.7.7 Check Valve (CKV) 
 
The check valve (CKV) data shown in Table B-36 were derived from the 2010 component reliability data 
sheets developed in support of the NRC 2007 publication (U.S. Nuclear Regulatory Commission, 2007). 
The CKV reliability data contained in the data sheets were collected from the EPIX database (1998–2010) 
using RADS. The component boundary of the CKV is considered to include the valve only: no other 
associated components are included. 
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Table B-36. Check valve reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Failure 
mode Events2 

Demands 
or hours2 

Mean failure 
probability or 

rate 
FTO 0 46,841 1.07E-05 
FTC 8 46,841 2.38E-04 
SOP1 3 1,004,642,562 h 3.48E-09 
SC1 5 1,004,642,562 h 5.47E-09 
ILS1 204 1,004,642,562 h 3.08E-07 
ELS1 10 1,004,642,562 h 1.05E-08 
ILL - - 6.15E-09 
ELL - - 7.35E-10 
1Reactor-year hours 
2Events/hours data for ILL and ELL not reported 

 

B-2.7.8 Manual Valve (XVM) 
 
The manual valve data shown in Table B-37 were derived from the 2010 component reliability data sheets 
developed in support of NRC’s 2007 publication (U.S. Nuclear Regulatory Commission, 2007). The 
XVM reliability data contained in the data sheets were collected from the EPIX database (1998–2010) 
using RADS. The component boundary of the XVM is considered to include the valve and valve operator. 
 

Table B-37. manual valve reliability data  
(U.S. Nuclear Regulatory Commission, 2007) 

Failure 
mode Events2 

Demands 
or hours2 

Mean failure 
probability or 

rate 
FTO/C 0 2,605 1.92E-04 

SOP1 8 
100,961,448 

h 
8.42E-08 

ILS1 13 
100,961,448 

h 
1.34E-07 

ELS1 26 
100,961,448 

h 
2.62E-07 

ILL - - 2.68E-09 
ELL - - 1.83E-08 
1Reactor-year hours 
2Events/hours data for ILL and ELL not reported 

B-3 SUMMARY 
 
An analysis of the control options could be particularly useful in providing the developers of a 
supervisory control system with an understanding of the operability and safety significance of plant 
design features and in identifying design weaknesses. Although an analysis at this stage does not have 
plant-specific component data, a compilation of generic industry data and data compiled from other 
similar plants will provide absolute and relative failure probabilities for the various components. 
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APPENDIX C—SCENARIO 2: SG1 FW FCV DRIFTS IN CLOSED DIRECTION 

C-1 INTRODUCTION 

Most feedwater control valves (FWCVs) use an air operator to position the valve (pneumatically 
operated valves). This requires an air supply, a pressure regulator, a current to pressure converter, and 
the air operator. These air components caused several manual reactor trips due to feedwater oscillations 
or degradation issues as indicated in the LERs[C-1–4]. 

For example, a Duke Energy event occurred at Oconee Nuclear Station (ONS), Unit 3, in which the unit 
was manually tripped on January 31, 2015 due to unacceptable flow oscillations from a main feedwater 
(MFW) system control valve [C-1]. 
 
Another event occurred in Virgil C. Summer Nuclear Station (VCSNS) on January 24, 2008, in which 
the C feedwater flow control valve (IFV00498) exhibited oscillations as indicated by the plant computer 
and on the main control board (MCB). As the feedwater flow oscillations increased in size, the shift 
supervisor directed the operator to take manual control of the valve. Feedwater flow was greater than 
steam flow when manual control was implemented. When the operator decreased flow demand on the 
manual/auto station, IFV00498 indicated that closed and feedwater flow decreased to zero. Due to a 
rapidly decreasing level in C steam generator, the shift supervisor directed a manual reactor trip at 1,604 
hours.  
 
In both reports it is noted that although oscillations in MFW flow forced the unit offline, the system 
continued to provide flow to both steam generators and allowed operators to conduct a normal controlled 
shutdown.  
 
A degradation event was reported in the Comanche Peak Nuclear Power Plant (CNPP) Unit 2. The 
reactor trip was due to a malfunctioning SG 2-03 feedwater flow control valve [C-3]. The valve 
malfunctioned due to a degraded positioner upper O-ring.  As a part of the CPNPP Corrective Action 
Program, periodic monitoring of the feedwater flow control valve demand as an early detection of a 
positioner failure has been established. 
 
In these scenarios, SCS would be able to detect issues and take corrective actions before tripping the 
reactor since PNNL’s degradation model can capture FWCV degradation issues and inform SCS while 
selecting alternative success paths. 
 
Ref IV recommends that air components be replaced with an electric valve positioner equipped with 
redundant power sources and electronic controls, which has the potential to significantly reduce trips 
caused by feedwater regulating valve air operator issues. Another possible option is to provide redundant 
air supply components with an automatic switchover when signal and air pressure do not match. 

It is assumed that PRISM ALMR uses the same FWCV design, so failure rate is selected based on the 
operating experience of the current fleet of NPPs. Successful recovery paths for the selected scenario are 
identified and quantified via SCS. If the recommended improvements are made to the ALMR PRISM, 
likelihood of success paths will increase due to increased reliability of the FWCVS. 

C-2 PROBABILISTIC MODEL OF THE SECOND SCENARIO 

In the FW FCV drifts closed scenario, only the flow paths between FW FCV to the SG header, the SGs 
to HP turbine, and the SGs to condenser are considered in probabilistic models. The FW pump, 
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condenser pump and other components in the BOP are excluded to reduce the dimension of the ET. Top 
events are developed by tracing the flow paths for each SG. Failures of components that lie in this flow 
path FW bypass valves, isolation valves, TCVs and turbine bypass valves are postulated in addition to 
the postulated control options such as reducing power, increasing steam demand, etc. Failure rate data 
for quantifying the FTs for the feedwater and condensate systems were obtained from the ANL report 
(see Appendix A). ET for the second scenario is shown in Fig. C-1. 
 

 

Fig. C-1. ET for feedwater flow control valve (FWCV) drifts in close direction (Scenario 2). 

Thirteen top events (Q0-Q12) are defined to represent the control options properly: 
 Reactor 1 trip on low SG level (failure branch of the Q1) 
 Open SG 1 bypass FCV (Q1, Q3, Q5) 

– shut main FW FCV  
– advise SCS to manually isolate SG1 main FW FCV 
– investigate valve logic error 

 Decrease steam demand from SG 1(Q1, Q3, Q4, Q5, Q8) 
–  adjust the SG 1 turbine FCV in the closed direction (lowering generated power)  
–  advise SCS to reduce reactor 1 power/ investigate valve logic error /consider option 2 

 Decrease steam demand from SG 1 (Q1, Q3, Q4, Q5, Q6, Q7, Q9) 
– adjust the SG 1 turbine FCV in the closed direction  
– increase steam demand from SG 2 (SG 2 turbine FCV in the open direction) maintain 

generated power in the short term 
– advise SCS to investigate valve logic error and adjust power on reactor 2 
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When TCV1 turned in the closed directions—“Decrease Steam Demand from SG1”—Q4, TBV1 must 
be open to reduce flow and dumped low quality steam to the condenser; otherwise it will cause scram 
due to the high level in SG1. 
 
Q6, “Increase FW Flow to SG2”, describes the open FWCV 2 and includes the possibility of the motor 
for MFW Pump 2 was operating slightly above the motor rating at 100% power (still operating well 
below its 115% service factor rating) or some of the MFW Pump 1 flow directed to FWCV 2. 
 
Q11 represents cold shutdown reactor 1, and Q12 represents shutdown reactor 2. Cold shutdown is 
normally achieved by automatic or manual initiation of the PCS or RPS to insert all control rods. If an 
extremely unlikely series of failures (no credible single failure can cause a concern) has prevented the 
normal shutdown, then the operator’s action will be required to diagnose the problem and identify 
actions to bring the reactor to cold shutdown. 
 
The PRISM design has inherent capabilities to override some IEs without challenging the safety limits of 
the fuel, clad, or coolant, even under the hypothetical assumption that the reactor shutdown system fails 
to scram in response to the IE. For example, an unprotected transient overpower initiated by accidental 
full withdrawal of a control rod without scram leads to a power increase, which stabilizes at 103% of 
nominal power. If coolant flows as heat removal capabilities are retained, then the reactor may continue 
operation virtually indefinitely. The increase of only 3% in the power level is well within the margin of 
the heat removal system. The plant control system is capable of accommodating such an increase by 
reducing the power level of other modules in the same power block [C-5]. 
 
This inherent capability increases the operational margin and also increases SCS flexibility to adjust 
overall power in between the blocks without activating the RPS. 
 
End states or consequences of the ET for the FW FCV failure are defined as follows: 
 

 Normal operations: both reactors operate within the normal operational limits. 
 ½ power: one of the reactors manually shuts down without actuating the RPS or tripping the 

unit. 
 Power reduction: FW or turbine bypass valves supply flow for 15%–20% flow capacity versus 

main flow control valves which can provide 20%–100% flow capacity. Therefore, flow 
reduction can represent approximately 70% of power if one of the reactor reduces power and the 
other one is operating normally.  

 Scram: this consequence is included to show that SCS does not compromise RPS and in the 
worst-case scenario RPS will activate the safety systems to mitigate incident consequences. 
Scram could occur due to mismatch of the feedwater flow and steam demand or due to SG water 
level limits. 

 Manual shutdown: both reactors manually shutdown without scram. 
 
Among these end states; normal operations, power reduction and ½ power are assumed as successful end 
states. 
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Table C-1. ET analysis summary 

End state ID Description Frequency 
Normal operations 100% power 9.949E-1 

Reduced power 70–85% power 3.063E-2 
½ power 50% power 1.645E-2 
Scram RPS actuation 1.000E0 
Manual shutdown 0% power 3.753E-5 

 
 

Table C-2. Control options identified from deconstruction process 

Likelihood 
of success 

ET branch 
sequences(s) 

Control option Consequence 

1.0 1 Do nothing Scram 
0.8724 3–10 Normal operation; adjust power with R2 100% power 
0.008811 3–7, 9,11 Open FWBV; increase R2 power; shutdown R1 Power reduction 

65% power 
0.008774 3–8, 10,12 Open FWBV; reduce R1 power; shutdown R2 Power reduction 

30% power 
0.003777 4,11 Close TCV1; shutdown R1 Power reduction 

50% power 
0.003701 3–6,8,10 Open FWBV; reduce R1 power; open TBV1 Power reduction 

65% power 
0.003698 4–9, 11 Close TCV1; open TCV2; increase R2 power;  

shutdown R1 
Power reduction 
80% power 

 
The difference between 65% and 80% power reduction is determined by flow control via FWBV or 
TCV. In the first case the FWBV1 is open so that the maximum flow rate is limited by FWBV capacity, 
but in the second case, FWCV2 is in the maximum open position, and flow reduction will be based on 
the TCV2 maximum opening position. TCV operational limits (30%) are wider than the bypass valves  
(15–20%).  

C-3 FT DECONSTRUCTION/RECONSTRUCTION 

FTs of the second scenario are built with the same manner as the first scenario, in which the main 
purpose is not decomposing the system/component failures but is building conditional failure logics 
based on SCS signals.  
 
As seen in Fig. C-2, “Decrease steam demand from SG1” indicates closing the TCV1 due to insufficient 
heat removal from the primary side of the SG1. SCS can decrease steam demand from SG1, depending 
on either TCV1 being in service or if SCS has an activation signal to open TCV1. 
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Fig. C-2. Deconstruction of ET branch 4 identifies SCS command  
signals for successfully avoiding a trip setpoint. 

Controlled shutdown for each reactor occurs only if SCS sends the signal to shutdown R1 and also sends 
the signal to close SBV1. Thus, the first gate in the FT is an AND gate labeled as 11- S/D R1, to which 
"SCS RX1 SHUTDOWN,” “S/D RX1,” and “SCS SGBV1 CLOSE” are inputs (Fig. C-3).  
 

 

Fig. C-3. Deconstruction of ET branch 11  
identifies SCS command signals. 

 
Therefore, SCS diagnoses availability of component’ first and then communicates with the probabilistic 
model FTs to indicate component availability and based on this knowledge ETs are reconstructed and 
end states recalculated. 
 
A combination of the top events leading to successful operation is selected as listed in Table C-2, and 
these are fed into the deterministic model to be quantified and to evaluate the available operational 
margins. 



 

 

C-6 
 

C-5 REFERENCES 

C-1. Licensee Event Report (LER) 287/2015-001, Revision 0, for Oconee Nuclear Station (ONS), 
Unit 3, March 31, 2005. http://pbadupws.nrc.gov/docs/ML1509/ML15098A472.pdf 

C-2. Licensee Event Report (LER) No. 2008-001-00, Virgil C. Summer Nuclear Station (VCSNS), 
March 20, 2008. http://www.nrc.gov/docs/ML0808/ML080810445.pdf 

C-3. Licensee Event Report (LER) 446/15-002-00, Reactor Trip Due To Feedwater Flow Controller 
Malfunction, for Comanche Peak Nuclear Power Plant (CPNPP) Unit 2, December 1, 2015. 
http://www.nrc.gov/docs/ML1535/ML15357A030.pdf 

C-4. T. Quinn, R. Bockhorst, C. Peterson, G. Swindlehurst, Design to Achieve Fault Tolerance and 
Resilience, INL/EXT-12-27205, Idaho National Laboratory, Idaho Falls, (2012).  

C-5. PRISM Preliminary Safety Information Document, GEFR-00793, UC-87Ta, prepared for US 
Department of Energy under Contract No. DE-AC03-85NE37937, Volume 3, 1987. 

 
 



 

 
 



 

 
 

 
 
 
 
 

APPENDIX D. ENHANCED RISK MONITORS 



 

 

D-1 
 

APPENDIX D – ENHANCED RISK MONITORS 

D-1 INTRODUCTION 

This section describes the PNNL methodology for prototypic ERMs that integrate equipment condition 
assessment (ECA) for dynamic characterization of system risk. Details of PNNL’s methodology are 
documented in (Ref D-1). 
 
ERMs require the integration of two sets of technologies—risk monitors and ECA/prognostics. ECA 
process measurements (e.g., flow, temperature, and pressure) or performance measurements (e.g., pump 
efficiency) are used to identify departures from normal operation and to characterize the condition in 
terms of various condition indices. As part of PHM, health monitoring would provide condition indicators 
for key equipment using online, in situ sensors and measurements to support the detection, and 
identification of incipient failure and to reflect evolving degradation. This is particularly important for 
SSCs proposed for use in advanced reactor designs that differ significantly from those used in the 
operating fleet of LWRs (or even in LWR-based small modular reactor designs), as operational 
characteristics for the SSCs based on operating experience may not be fully available. 
 
PNNL has developed a prototypic ERM methodology that incorporates a PRA model of the plant. Based 
on predictive estimates of component failure over time, time-dependent risk metrics such as the CDF may 
be computed and analyzed. Additionally, alternative risk metrics that quantify the normalized cost of 
repairs, replacements, or other O&M actions may be computed through an economic risk model. 
 
PNNL’s ERM methodology substitutes the assumption of static failure rates in risk monitors with 
component-specific time-dependent versions that are evaluated based on the current condition of the 
equipment. This ERM approach tracks the actual condition of the component to predict the change in 
failure probability over time. This realistic profile of failure probability is used to develop a predictive 
estimate of the operational risk. The approach allows for an SCS to leverage these estimates of 
component condition and predictive risk for plant-wide coordination of multiple modules. A typical 
application would be to mitigate incremental risk incurred from aging and operational demands placed on 
mission-supporting components. 
 
The ERM methodology also allows computation of the economic risks of actions such as deferring a 
maintenance activity given the current component condition and future anticipated degradation. Such an 
integration of safety and economic risk metrics provides a convenient mechanism for assessing the impact 
of O&M decisions on the safety and economics of the plant. 
 
This prototypic methodology has been evaluated using a hypothetical PRA model that was generated 
using a simplified design of a liquid-metal–cooled advanced reactor. Component failure data from an 
industry compilation of failures of components similar to those in the simplified advanced reactor model 
were used to initialize the PRA model. The changes in CDF over time were computed and analyzed by 
using a time-dependent POF which grows from the initial probability when equipment is in like-new 
condition to a maximum POF before a scheduled maintenance action to restore or repair the component to 
as-new condition. Uncertainties were incorporated and propagated through the calculations to provide an 
estimate of uncertainty bounds in the component failure probabilities, as well as in the predictive risk 
metrics. 
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D-2 ERM SOFTWARE FUNCTIONAL DESCRIPTION 

Functionally, the three key elements that make up the ERM software are ECA and prognostics, predictive 
risk assessment, and uncertainty quantification. 

D-2.1 Equipment Condition Assessment and Prognostics 

The core function of this module is to estimate the probability of failure of selected components at future 
times given measurements sensitive to the current condition of these components. Therefore, this module 
is dependent on the availability of appropriate sensor measurements which may be indirect assessments 
(such as process measurements) or direct assessments (such as vibration) of component condition. 
 
The module also depends on the availability of one or more models of degradation accumulation and 
growth that account for the specific failure modes of interest. For example, pumps can fail as a result of 
erosion caused by cavitation or of seal failure. Diagnostic models that relate the measured quantities to 
one of these failure modes and corresponding models that describe the growth of the degradation until 
failure of a component to perform its function are both required. Such models may be adapted from 
existing data and models in the literature or they may be derived specifically using laboratory and field 
experiments. 
 
The prognostics module requires defining a mathematical model for assessing the failure progression of a 
component. In the SCS demonstration, only a pneumatic valve model is implemented, which is used to 
model the degradation of the turbine control valve, and the feedwater control valves that feed into the first 
and second SGs. The module has a flexible architecture in that different physics models can be 
implemented within the framework. This is achieved by two abstract classes: StateModel and 
MeasurementModel. These classes provide the necessary interface definitions for which the 
ParticleFilter class requires. 
 
Particle filters are nonlinear state observers that approximate the posterior state distribution as a set of 
discrete weighted samples. Unlike Kalman filters, which are optimal tracking solutions for linear systems 
with Gaussian noise, particle filters can be applied to nonlinear systems with non-Gaussian noise terms. 
However, they exhibit suboptimal performance. The ParticleFilter class implements the particle 
filter algorithms. 
 
An example output of a particle filter tracking simulation is shown in Fig. D-1 for a single open/close 
cycle. As seen in this figure, particles track the valve position with a cloud of uncertainty based on the 
probabilistic sampling at a given time. As the number of particles increases, accuracy increases, and the 
estimate approaches the optimal solution. The uncertainty grows as the valve begins to move, but it 
diminishes as the valve is seated at a setpoint due to additional information provided by the position 
sensor. In this example, the position sensor is assumed to provide only binary output—open or closed—
with a nominal measurement noise. 
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Fig. D-1. An example output of a particle filter tracking simulation for a pneumatic valve operation. 

 
Physics-based ECA for a component requires a detailed model that captures key phenomena involved in 
fault initiation and progression during the operation, including the exogenous inputs such as actuation 
cycling. The input parameters and state variables depend on the physics of the component being 
monitored. Fig. D-2 shows the parameters and the state variables for a pneumatic valve model. 
 

 

Fig. D-2. Input parameters and state variables for the ERM implementation of a pneumatic valve. 

D-2.2 Predictive PRAs 

The core function of this module is to estimate the risk (in the form of CDF and economic risk) at future 
times given the predicted probabilities of failure. The module therefore depends on the availability of 
information from the ECA/prognostic module described earlier. This module also depends on the 
availability of appropriate risk models. Research to date has used PRA models for the CDF calculation 
and a hypothetical economic model for the economic risk calculation. The risk assessment is done in an 
iterative fashion, with each iteration using an updated POF. 
 
The PRA and economic models, in turn, depend on information about initial component failure 
probabilities. As described earlier, these are derived from available information about failure probabilities 
of similar components. 
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D-2.3 Uncertainty Quantification 

This module uses the previous two modules and provides an estimate of the uncertainty in the POF and 
predicted risks based on user-provided information about sources of uncertainty. Essentially, this module 
uses the input uncertainties and the prognostic and risk assessment modules to calculate output 
uncertainties. 

D-2.4 Supervisory Control Interface 

Functionally, the interface for the ERM with the SCS is shown in Fig. 2-4 in the block labeled 
“Diagnostics and Prognostics.” The ECA/prognostics module provides the necessary information to 
implement this block, which is a critical input to the decision-making block within the supervisory control 
framework. In this initial stage of the integration, the information from the predictive risk assessment is 
not expected to be used. However, future stages of integration are likely to use it within the decision-
making block shown in Fig. 2-4. 
 
D-3 APPLICATION OF ERM MODULE IN SCS 

The ALMR PRISM BOP model includes a number of valves and pumps which are important for proper 
demonstration of system dynamics. In the TRANSFORM library, valves are simply represented by a flow 
coefficient, ܥజ, that determines the mass flow rate as a function of pressure drop, or vice versa. However, 
as the ERM module includes a detailed mechanistic model of a pneumatic valve, key operational dynamic 
characteristics cannot be captured by this model, such as transfer time, slew rate limit, and possible 
transport delays due to electronics or mechanical pieces. To account for these effects and to capture the 
mechanistic behavior, a second-order linear pneumatic valve transfer function was derived. This linear 
approximation simplifies the nonlinear behavior of the pneumatic valve model used in the ERM 
diagnostics and prognostics assessments. However, this simplification is needed to achieve reasonable 
simulation times while still realistically modeling the valve response functions under various damage 
states. 
 
A representative pneumatic actuating valve is shown in Fig. D-3, where ܣ represents the area of the 
diaphragm, ݌௖ represents the regulating pressure (small deviation) about the steady state control pressure, 
and തܲ௖, ݔ represents the corresponding valve displacement about the steady state position, തܺ, as a function 
of pressure. 
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Fig. D-3. Schematic diagram of a pneumatic actuating valve. 

 
Since a small change in the pneumatic pressure applied to the diaphragm repositions the load consisting 
of the spring, viscous friction, and mass, the force balance equation can be written as: 
 

௖݌ܣ  ൌ ሷݔ݉ ൅ ሶݔܾ ൅  (D-1) ݔ݇

 
where ݉ is the mass of the valve and valve stem, ܾ is the viscous friction coefficient, and ݇ is the spring 
constant. These values should match the component parameters used in the ERM implementation, e.g., 
the parameters shown in Fig. D-2. 
 
Taking the Laplace transform of Eq. D-1, one obtains: 
 

ܣ  ௖ܲሺݏሻ ൌ ሻݏଶܺሺݏ݉ ൅ ሻݏሺܺݏܾ ൅ ݇ܺሺݏሻ (D-2) 

 
which leads to the second-order transfer function of displacement in response to control pressure: 
 

ሻݏሺܩ  ൌ
ܺሺݏሻ

௖ܲሺݏሻ
ൌ

ܣ
݇

		݉݇ ݏ
ଶ ൅ ܾ

݇ ݏ ൅ 1		
 (D-3) 

 
 
 
To account for transport lag modeled in the ERM pneumatic valve model, a time-delay term is added to 
the transfer function: 
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(D-4) 

 
where ߬ is the transport lag (also called dead time) that represents the delay between the onset of an 
actuation command and the onset of the actual response. 
 
 
The modified valve control block incorporating the dynamic response characteristics of a pneumatic valve 
is shown in Fig. D-4. In this model, only the time delay parameter changes, while the second-order valve 
dynamics remain the same, regardless of the damage mode or status. 
 
 
 
 

 

Fig. D-4. Modified control function block incorporating the  
dynamic response characteristics of a pneumatic valve. 

 
 
 
The key parameters used for the TCV and the feedwater control valve FWCV are listed in Table D-1. 
These parameters were selected illustratively, as detailed design specifications of these components are 
not available. While the system response to transients is expected to change for different parameters such 
as rise and settling times, they should not affect general trends. 
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Table D-1. Valve parameters to represent the mechanical behavior of  

turbine control valve and the feedwater control valves. 

Parameter Unit 
Default 
value 

Description 

݃ 
݉
2^ݏ

 9.8 Acceleration due to gravity 

݉ ݇݃ 50.0 Mass of the valve assembly (also used in the linear model) 

ܾ 
ݏܰ
݉

 6000.0 
Coefficient of kinetic friction (also used in the linear 
model) 

݇ 
ܰ
݉

 4.8	 ൈ	10ସ Spring constant (also used in the linear model) 

	௣ ݉ଶ 8.1ܣ ൈ	10ିଷ Surface area of the piston (also used in the linear model) 

௧ܸ଴ ݉ଷ 8.11	 ൈ	10ିସ Minimum volume for the upper gas chamber 

௕ܸ଴ ݉ଷ 8.11	 ൈ	10ିସ Maximum volume for the lower gas chamber 

 ߩ
݇݃
݉ଷ 7100.0 Liquid density 

	௩ ݉ଶ 5.07ܣ ൈ	10ିଶ Area of the valve contacting the fluid 

 ௩ N/A 0.436 Dimensionless flow coefficient of the valveܥ

	௦ ݉ 3.81ܮ ൈ	10ିଶ Stroke length of the valve piston 

	௦ ܲܽ 5.27݌ ൈ	10଺ Gas supply pressure 

	௔ ܲܽ 1.01݌ ൈ	10ହ Atmospheric pressure 

 ଴ ݉ 0.254 Initial compressed length of the springݔ

ܴ௚ 
ܬ

ܭ	݃݇
 296 Gas constant for the pneumatic gas 

 Gas temperature 293.0 ܭ ܶ

 Ratio of specific heats for the pneumatic gas 1.4  ߛ

ܼ  1.0 Gas compressibility factor 

	௦ ݉ଶ 1.0ܣ ൈ	10ିହ Orifice area for entering the pneumatic chamber 

 ௦  0.62 Flow coefficient for the pneumatic gasܥ
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